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Abstract

Kalvas, Taneli, 1981–
Development and use of computational tools for modelling negative hydrogen ion source
extraction systems
Jyväskylä, University of Jyväskylä, 2013, 159 p.
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A computational tool for modelling extraction of positive and negative ion beams
and electron beams from plasma sources has been developed. The code utilizes an
iteration cycle to find a self-consistent solution satisfying the time-independent non-
linear Poisson-Vlasov system of equations in three-dimensional, two-dimensional and
cylindrically symmetric bound geometries. The computational methods used in the
gun-type code are thoroughly presented and analyzed. The convergence characteristics
of the iteration cycle are shown and the error sources in simulations are analyzed.

Three completely new negative hydrogen ion extraction systems designed with the
simulation tool are presented: (1) Texas A&M University Cyclotron Institute H−/D−

ion source extraction, which was built and is successfully providing beams to the cy-
clotron, (2) extraction of the University of Jyväskylä Pelletron H− ion source PELLIS,
which was thoroughly characterized with current and emittance measurements and
(3) extraction of the University of Jyväskylä RF H− ion source RADIS, which is still
under development. The simulation tool is also used to analyze the baseline extrac-
tion system and a newly proposed high-current low-emittance extraction of the United
States Spallation Neutron Source H− ion source. The simulations are compared to ex-
periments where applicable. The simulated emittances agree well with measurements
in flat and convex plasma sheath conditions, but diverge from the observations when
plasma sheath becomes highly concave. It is suspected that this is a result of the
variation of current density arriving to the plasma sheath as a function of the local
slope of the sheath, which results from the planar definition of the plasma flux at the
simulation boundary.

Despite of the shortcomings of this type of codes, the results suggest that gun-type
codes such as the one developed in this work can be used for modelling and designing
new extraction systems with good confidence in the correct parameter space.

Keywords: Computer modelling, beam formation, ion extraction, negative hydrogen
ion, ion source, ion optics, beam transport
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Chapter 1

Introduction

Particle accelerators, from the cathode-ray tubes and the first four-inch cyclotron
built by Earnst Lawrence in Berkeley, California in the 1930s [1] to CERN’s 27-
km-circumference Large Hadron Collider, have been traditionally built as tools for
basic science. The discoveries of nuclear and particle physics would not have been
possible without them and even more explorations lie ahead in the fields of neutron
and photon sciences, for example. During the last decades the number of machines
used for applications has increased rapidly. Possible future energy production methods,
such as inertial and magnetic confinement fusion and accelerator driven systems for
fission, rely heavily on accelerator technology. Also industrial and medical fields use
the devices in semiconductor device manufacturing, hadron therapy cancer treatment
and medical isotope production, for example. Currently there are more than 30 000
particle accelerators operating with ions in the world and in every case, the first and
quite probably the most critical part of the whole system, is the ion source and its
beam extraction system. [2]

Even though it is more difficult to produce negative ions than positive ions, some
accelerators use them to facilitate so-called double stripping process for converting
negative ions to positive at some stage. In cyclotrons, for example at University of
Jyväskylä, Department of Physics (JYFL), this is done for extracting energetic H−/D−

as protons/deuterons from the accelerator with high efficiency, avoiding activation of
the machine [3]. In large proton storage rings the same phenomenon is used in so-
called charge exchange injection [4] to fill the ring efficiently using H− ions converted
to protons. Due to opposite curvature of circulating and injected beams it is possible
to accumulate beam bunches in the ring, enabling high peak intensities of consequent
beam. Large-scale facilities using such method include Japan Proton Accelerator Re-
search Complex (J-PARC); Spallation Neutron Source at Oak Ridge National Labo-
ratory, USA (SNS); Fermilab, USA; Los Alamos Neutron Science Center (LANSCE),
USA and CERN, France/Switzerland after the future Linac4 upgrade. A third type
of accelerator utilizing stripping of negative ions is the tandem accelerator [5]. It
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Chapter 1. Introduction

first accelerates negative beam to a positive high voltage terminal, where the ions
are stripped to a positive charge state and then accelerated back to the laboratory
ground potential. The use of negative ions in tandem accelerators makes it possible
to achieve at least double the energy that would be available to positive ions using
a conventional single-stage high voltage accelerator. It also allows the convenience
of having both ion source and target close to the ground potential. Negative ions of
hydrogen and deuterium are also used in neutral beam plasma heating systems of
magnetic confinement fusion plasma devices, for example, the ITER tokamak exper-
imental reactor [6]. In this case negative ions are chosen instead of positive due to
higher neutralization efficiency at high energies needed for the neutral beam.

The work done in this thesis brings new methods and simulation tools available for the
scientific community for designing and modelling extraction systems for negative hy-
drogen ion sources. The new three-dimensional simulation tool, IBSimu — Ion Beam
Simulator, enables modelling of the beam extraction from the ion source plasma in
presence of magnetic field and calculation of the low energy beam transport (LEBT)
including the dumping of the co-extracted electrons in a single simulation. Previously
such designs have been made using separate simulation codes modelling beam forma-
tion in cylindrically symmetric geometry and magnetic deflection of electrons in 2D
or 3D with questionable or non-existent modelling of space charge forces. This type
of modelling completely neglects the effects of the magnetic field on the negative ions
and often requires additional approximations if the extraction geometry is not cylin-
drically symmetric. Now with the new three-dimensional tool it is possible to model
extraction systems with fewer approximations and higher level of confidence.

The thesis is divided in the following way: First, basic plasma physics and operation
principle of ion sources is introduced in chapters 2 and 3. Chapter 4 discusses ion optics
and beam extraction from plasma ion sources. In chapter 5 the computer simulation
methods developed in this work are described. Chapter 6 descibes extraction systems
designed using the tools developed together with experimental observations. Finally,
in chapter 7 the conclusions of the work are drawn. Appendices A and B list commonly
used symbols and input parameters of the simulation code, respectively. In appendix
C methods for two dimensional modelling are described.

This thesis is partially based on work previously published by the author. The extrac-
tion system designs and experimental work on them (chapter 6) have been presented
in references [7, 8, 9, 10] and chapter 4 is based on reference [11]. The analysis of the
simulation methods (chapter 5) has not been published prior to this thesis.
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Chapter 2

Basic plasma properties

Originally the word plasma, which was coined by Irving Langmuir, was used for de-
scribing a low-pressure gas discharge “carrying” positive and negative charged parti-
cles in a similar manner as blood plasma carries the red and white cells in blood [12].
More precisely, plasma is a collection of ionized matter consisting of electrons, ions
and neutral particles. For a more formal definition, we need to define the so-called
plasma criteria in the next section. A low-pressure gas discharge is just one example
of a laboratory created plasma. The most known examples of natural plasmas are
the stars, solar wind and lightning strokes. Human-made plasmas are used nowadays
in a large variety of applications including semiconductor manufacturing, magnetic
confinement fusion and plasma cutters for metal working.

In most of the existing ion sources the charged particles of the extracted beam are
either created in a plasma or at least transported through a plasma before forming
the beam. Thus, it is obvious that the properties of the plasma have an effect on the
beam properties.

2.1 Thermal properties of gases and plasmas

According to the kinetic theory of gases, the velocity distribution of particles in gas
follows the Maxwell-Boltzmann (MB) distribution

f(vx, vy, vz) = n
( m

2πkT

)3/2

exp

(

−
m(v2x + v2y + v2z)

2kT

)

, (2.1)

where n is the particle density, m is the particle mass, k is the Boltzmann constant,
T is the temperature and vx, vy and vz are the particle velocity components. As the
temperature of gas increases the width of the distribution becomes broader. Due to
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Chapter 2. Basic plasma properties

the tail of the distribution there are always some particles which have high enough
velocity to cause ionization in a finite temperature gas. At very high temperatures
the fraction of ionized material becomes large enough for the volume of material
to show plasma behaviour. Also the charged particles interact with each other and
the neutrals via numerous elastic collisions and therefore they also have a tendency
towards Maxwell-Boltzmann distribution. From (2.1), one can calculate that the mean
velocity of particles

〈v〉 =
√

8kT

πm
, (2.2)

and the mean kinetic energy of particles

〈EK〉 =
3

2
kT, (2.3)

which is divided equally between the coordinate directions, i.e.

〈EK,x〉 = 〈EK,y〉 = 〈EK,z〉 =
1

2
kT. (2.4)

It is common that temperatures are defined in electron volts instead of Kelvins, using
the relation (2.4) and dropping the dimension dependent coefficient. Therefore

EK = kT, (2.5)

which gives that 1 eV corresponds to about 11600 K.

Usually laboratory plasmas are not really in thermal equilibrium: plasma particles
constantly interact with boundaries, photons carry away energy from the plasma and
the plasma is often being driven by a power source destroying the equilibrium as-
sumed for MB-distribution. Under typical hydrogen ion source plasma conditions, the
ionization degree is about one percent. The neutral particles, electrons and different
ion species all interact differently with each other and with the boundaries and there-
fore all the particle species have their own unique velocity distributions. Typically
Maxwellian distributions and temperatures are used to describe the velocities of each
particle species nevertheless.

2.2 Plasma criteria

For a collection of particles to be considered as plasma, three conditions must be
fulfilled: 1) the so-called Debye length is smaller than the size of the plasma, 2)
number of particles inside Debye sphere is large and 3) plasma frequency must be
larger than the average electron-neutral collision frequency [13].

4



2.2 Plasma criteria

2.2.1 Debye length

When neutral gas is ionized, equal amounts of free positive and negative charge are
created. Therefore

∑

i

Qini − ne = 0, (2.6)

where Qi are the charge states of ion species, ni are the densities of ion species and
ne is the electron density. This condition is called quasineutrality, meaning that the
neutrality condition is fulfilled over macroscopic distances. If this would not be the
case, strong electric fields would quickly disperse the charged particles. In atomic scale
the charge distribution is obviously not flat because of discrete nature of charges, but
also in microscopic scales there may be local deviations from the neutrality for example
due to thermal fluctuations or external perturbation. Deviations in charge distribution
of plasma will be shielded by redistribution of the surrounding charges. The shielded
potential around a point-like charge q in a plasma is commonly known as the Debye
potential

φ(r) =
q

4πǫ0r
exp

(

−
√
2r

λD

)

, (2.7)

where ǫ0 is the vacuum permittivity, r is the distance from the charge and

λD =

√

ǫ0kT

nee2
(2.8)

is the Debye length, where e is the elementary charge [14]. Debye length is roughly
the length-scale for the volume of charge imbalance around a perturbation. If an
electrically conducting object, an electrode, is immersed in the plasma, a plasma
sheath will be formed around it, which has a thickness on the order of the Debye
length. For plasma to be neutral over macroscopic distances, the plasma dimension
denoted as L, must be larger than the Debye length. Therefore

L ≫ λD (2.9)

is the first plasma criterion.

The average number of particles inside a sphere of λD radius, known as the Debye
sphere, is

Λ =
4

3
πλ3

Dne =
4π

3

(

ǫ0kT

n
1/3
e e2

)3/2

, (2.10)

where Λ is also known as the plasma parameter. For a plasma with electron density
ne = 1018 and temperature Te = 1.5 eV the plasma parameter Λ = 3161. As the
plasma parameter range of naturally occuring and laboratory plasmas is very wide it
is more practical to use log Λ instead. For the example presented here log Λ = 8.1.
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Chapter 2. Basic plasma properties

In many cases physical phenomena (such as collision processes presented below) are
dependent on log Λ, often referred as Coulomb logarithm.

Because the Debye shielding arises from collective behaviour of charged particles, it
is required that the sphere contains a large number of particles. Therefore

neλ
3
D ≫ 1 (2.11)

is the second criterion for achieving plasma behavior. Together the first two plasma
criteria can be stated as

1

n
1/3
e

≪ λD ≪ L. (2.12)

In other words the Debye length must be much larger than the average distance
between electrons and much smaller than the size of the plasma.

2.2.2 Plasma frequency

If a plasma is disturbed by locally changing the space charge neutrality, an electric
field will be generated. This results in collective behaviour of charged particles trying
to restore the neutrality. Because of the large mass difference between the electrons
and the ions, the electrons will react faster to the field and, to a first approximation,
the ions will stay stationary. Because of inertia of the electrons, there will be an
oscillation of electrons around the disturbance with a natural (angular) frequency

ωpe =

√

nee2

ǫ0me

(2.13)

known as the plasma frequency, where me is the electron mass.

The plasma oscillation is damped by collisions of the electrons with neutral particles.
For the plasma to exhibit collective behaviour, the collision frequency must be less
than the frequency of the plasma oscillation (νpe = ωpe/2π). This leads to the third
plasma criterion

νpe > νen, (2.14)

where νen is the electron-to-neutral collision frequency. If the collision frequency is
higher, the behaviour is dominated by collisions similar to a neutral gas. In practice
(2.14) sets a lower limit to the ionization degree of the plasma.

2.3 Collisions in plasma

In many cases, interesting physics can be understood by making a simplification as-
suming that the plasma is collisionless. This approximation is most accurate in the
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2.3 Collisions in plasma

case of sparse plasmas but strictly speaking collisionless plasmas do not exist. In some
cases it is necessary to take into account the collisions, because the phenomena being
studied, such as particle diffusion, are dependent on collisions.

Collisions of charged particles can be divided into two categories: collisions with neu-
tral particles and collisions with other charged particles. From the ratio of these colli-
sion types, collisional plasmas are divided into two types: (1) weakly ionized plasmas,
where charged-neutral collisions are dominant and (2) highly ionized plasmas, where
the charged-charged collisions dominate. Because of the long range of the Coulomb
interaction the charged-charged collisions tend to dominate already when the ioniza-
tion degree is only a few percent. Above this limit the plasma is considered to be
highly ionized or fully ionized, even though the ionization degree is often not 100 %.

2.3.1 Weakly ionized plasma

In weakly ionized plasmas most of the interactions are direct neutral-neutral collisions
and direct charged-neutral collisions. The interactions may be elastic, in which the
total kinetic energy of particles is conserved and the processes drive the particles
towards thermodynamic equilibrium. On the other hand, if the kinetic energy of the
particles is high enough, the interaction may be inelastic leading to excitation or
ionization of particles.

At the typical hydrogen ion source electron energies (< 100 eV) the total cross section
σen for electron-hydrogen molecule collision processes is roughly 10−19 m2 [15]. The
average collision frequency of a charged particle can be calculated using

〈νen〉 = nnσen〈ve〉, (2.15)

which gives 8 MHz for Te = 1.5 eV electrons with nn = 1.2 · 1020 m−3 neutral density
(corresponding to a typical hydrogen ion source with 0.5 Pa pressure at 300 K). To
understand better the electron behaviour in the plasma, it is convenient to define the
mean-free-path

λmfp =
〈ve〉
〈νen〉

=
1

nnσen

, (2.16)

which for the given example corresponds to a mean-free-path of 0.1 m, which is on
the order of the typical ion source plasma size.

2.3.2 Fully ionized plasma

The collisions in highly ionized plasmas differ from the weakly ionized case. The elastic
scattering cross section is much higher because of the long range of the Coulomb force
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Chapter 2. Basic plasma properties

acting between the charged particles, even though the interaction length is limited
by the shielding effect of the plasma. In fact, the small-angle deflections happening
at relatively long distances are so much more frequent than the large-angle collisions
that the cumulative effect of such deflections turns out to be more significant than the
effect of the fewer large-angle interactions. To be able to compare the cross-section of
the electron-ion collision process to a charged-neutral process, a cross-section formula
has been derived for the cumulative collision process [16]:

σei =
Q2

i e
4 log Λ

4πǫ0m2
ev

4
. (2.17)

Assuming the Maxwell-Boltzmann distribution for the electrons an average collision
frequency can be derived as

〈νei〉 = niσei〈ve〉 =
√
2niQ

2
i e

4 log Λ

12π3/2ǫ20
√
me(kTe)3/2

. (2.18)

In addition to the electron-ion collisions also electron-electron and ion-ion collisions
take place. The collision frequencies for these processes can be approximated as [16]

〈νee〉 ≈
〈νei〉

niQ2
i /ne

(2.19)

and

〈νii〉 =
niQ

4
i e

4 log Λ

12π3/2ǫ20
√
M(kTi)3/2

, (2.20)

where M = m1m2/(m1 +m2) is the reduced mass in the collision of ions with masses
m1 and m2.

In a typical hydrogen ion source plasma, the average collision frequencies can be
calculated as 〈νii〉 ≈ 300 kHz, 〈νei〉 ≈ 13 MHz using T = 1.5 eV and ne = ni =
1018 m−3. Because the average charge state in a hydrogen ion source is very close to 1,
the electron-electron collison rate 〈νee〉 <∼ 〈νei〉. Comparing the electron-electron and
electron-ion collision frequencies to the electron-neutral collision frequency of 8 MHz
calculated before, we can see that for electrons the charged particle collisions are about
as significant as the neutral collisions in a plasma with the assumed 1 % ionization
degree.

2.4 Plasma-wall interactions

In all laboratory plasmas there exists a boundary for the plasma: the vacuum vessel
wall. Most of the time the wall is considered as a sink of particles even though it may
also act as a source of charged and neutral particles through secondary electron and
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2.4 Plasma-wall interactions

ion emission, wall sputtering, formation of negative ions through surface conversion
and other processes. These subjects are discussed in more detail in the next chapter.
In this chapter only the simplified behaviour of the plasma near the wall is considered.

2.4.1 Plasma sheath

Because of the higher mobility, electron flux out of the plasma tends to be larger than
the ion flux. If the vessel walls are kept at fixed potential φW , the plasma will assume
a positive potential with respect to the walls to compensate for the difference in the
flux. An equilibrium will form at equal flux of positive and negative charge in order
for the plasma to stay quasineutral. A plasma sheath with a thickness on the order
of λD is formed at the plasma-wall interface, in which the most of the potential drop
takes place [17].

The simplest description of the plasma sheath is given by Bohm for a singly charged
ion-electron plasma [17, 18]: The density of ions in the sheath can be calculated by
assuming a monoenergetic flux of ions arriving to the sheath with velocity v0 and by
assuming a quasineutral situation n0 = ni = ne at sheath edge at φS = 0 V. Using ion
continuity n0v0 = nivi and energy conservation miv

2
i /2− eφ = miv

2
0/2 the ion density

becomes

ni = n0

√

1 +
2eφ

miv20
. (2.21)

The electrons are assumed to be in thermal equilibrium and therefore their density is
given by the MB-distribution

ne = n0 exp

(

− eφ

kTe

)

. (2.22)

The potential in the sheath is described by the Poisson equation

d2φ

dx2
= −(ni − ne)e

ǫ0
= −en0

ǫ0

[
√

1 +
2eφ

miv20
− exp

(

− eφ

kTe

)

]

. (2.23)

The Poisson equation is impossible to solve analytically and often numerical approach
or approximations are used even in the presented one-dimensional case. An important
feature can be observed from the equation: the shielding condition in the sheath is
only fulfilled when the space charge is non-negative, i.e. ni ≥ ne for all φ ≤ 0. This
necessary condition

v0 ≥ vB =

√

kTe

mi

(2.24)

is known as the Bohm sheath criterion and vB as Bohm velocity. The criterion sets a
low-velocity limit for ions arriving to the sheath edge and in most cases the equation
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Chapter 2. Basic plasma properties

holds with equality [19]. In a typical case this is much higher than the average thermal
velocity of ions. Therefore, there must be an electric field accelerating the ions in the
plasma region preceding the sheath. This region is known as the presheath. The bulk
plasma to sheath edge potential difference is therefore

φP − φS =
kTe

2e
. (2.25)

The potential variation close by to the electrode is sketched in figure 2.1.

φP

φS

φW

Presheath regionBulk plasma
Sheath region

v >
√

kTe/mi

Figure 2.1: Potential variation near the plasma vessel wall.

2.4.2 Plasma potential

The ion flux in the sheath is defined by the Bohm velocity and plasma density at
sheath edge to be

Γi = n0vB (2.26)

and it is assumed to be constant through the sheath. The electron flux at the wall is
given by the impinging flux modified by the Boltzmann relation

Γe =
1

4
n0〈ve〉 exp

(−eφW

kTe

)

, (2.27)

where 〈ve〉 = (8kTe/πm)1/2 is the average electron speed. Equalizing the particle fluxes
and using (2.25) gives the plasma potential [20]

φP − φW =
kTe

2e

(

1 + log

(

mi

2πme

))

. (2.28)

For example, calculating the plasma potential for a hydrogen plasma with Te = 5.0 eV
gives φP − φW = 17 V.
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2.5 Magnetized plasmas

2.5 Magnetized plasmas

External magnetic fields, in addition to electric fields, can be used to control charged
particles. Many ion sources use magnetic fields for plasma confinement for example.

2.5.1 Cyclotron frequency

The equation of motion of a charged particle is defined by the Lorentz force

d~p

dt
= q( ~E + ~v × ~B), (2.29)

where ~p is the particle momentum, ~E is the electric field and ~B is the magnetic field.
Using Newton’s second law in the absence of electric field at nonrelativistic velocities
it becomes

d~v

dt
=

q

m
(~v × ~B). (2.30)

In a uniform field, the particle takes a helical orbit with gyro-motion in the plane
perpendicular to the magnetic field with a radius

rL =
mv⊥
qB

, (2.31)

which is known as the gyroradius or the Larmor radius. The velocity component
parallel to the magnetic field is unaffected. The rotation frequency of the particle is
known as the cyclotron frequency and it is

ωc =
qB

m
. (2.32)

2.5.2 Magnetic confinement

Magnetic fields can be used to increase the life time of the charged particles in a limited
size plasma by confinement. The most commonly used magnetic field configurations
in ion sources are the magnetic bottle and the multicusp field shown in figure 2.2. In
both of these configurations, the plasma is occupying the central volume with lower
magnetic field and is surrounded by stronger field regions.

As a first approximation, when the spatial variation of B within the particle gyro-orbit
is small compared to B, the particle’s magnetic moment

µ =
1

2

mv2⊥
B

(2.33)
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Figure 2.2: Most commonly used magnetic confinement configurations: Multicusp
magnetic field with 16 poles on the left and magnetic bottle generated by two solenoids
on the right.

can be considered to be constant, which is known as the first adiabatic invariant.
Because of the conservation of the total kinetic energy Ek

1

2
mv2‖ = Ek − µB. (2.34)

From equation (2.34) and taking in account the first adiabatic invariant it can be
seen that, as a particle with non-zero transverse velocity component moves towards
stronger magnetic field region, the parallel velocity component v‖ will decrease. If the
magnetic field becomes strong enough, the parallel velocity component becomes zero
and the particle will be reflected back. This phenomenon is called the magnetic mirror
effect and it is the basis of magnetic plasma confinement. [16]

A solenoidal magnetic bottle is a major part of the magnetic confinement system
of electron cyclotron resonance (ECR) ion sources, for example. The effectiveness of
the system is measured by the mirror ratio Bmax/B0, where Bmax is the magnetic
field maximum at the bottle ends and B0 is the magnetic field at the center of the
magnetic bottle. By defining the pitch angle α = tan−1(v⊥/v‖) and using the first
adiabatic invariant, a relation can be derived between the pitch angle at an arbitrary
location and at the center of the bottle:

mv2 sin2 α0

2B0

=
mv2 sin2 α

2B
. (2.35)

At the end of the bottle the particles with positive parallel velocity (α < π/2) at the
magnetic field maximum will pass magnetic mirror. Therefore, the particles having a
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2.5 Magnetized plasmas

pitch angle at the center greater than

α0 = sin−1(
√

B0/Bmax) (2.36)

will be trapped in the bottle.

In a traditional multicusp magnetic configuration, like used in many negative hy-
drogen ion sources, permanent magnets are placed around the plasma chamber with
alternating poles facing towards the plasma. This produces a magnetic field structure
with high magnetic field close to the plasma chamber walls and a low magnetic field in
a relatively large volume inside the chamber for production and extraction of plasma
particles.

The main particle losses in a multicusp ion sources happen along the cusp lines through
particle diffusion and at surfaces, which are not covered by the multicusp field. The
particle loss rate can be written as [21]

dn

dt
= n〈v〉Scusp + Ssurface

V
, (2.37)

where n is the plasma density, 〈v〉 is the average ion or electron velocity, Scusp is the
loss area along cusp lines, Ssurface is the loss area for other surfaces and V is the plasma
volume. The cusp line width w defining the loss area by Scusp = Lcuspw, where Lcusp is
the total length of cusp lines, is relatively hard to estimate. There are several papers
dedicated to the matter [22, 23, 24]. An order-of-magnitude estimate of the loss width
can be calculated from

w = 2
√
rLerLi, (2.38)

where rLe is the Larmor radius of electrons and rLi is the Larmor radius of ions in the
average magnetic field at the cusp line [24]. For an electron with 1 eV perpendicular
kinetic energy component in 1 T field, the rLe = 8 µm, while for a proton rLe =
0.3 mm. The corresponding loss width w = 0.1 mm according to (2.38).

2.5.3 Charged particle diffusion in magnetic field

The collisions of the charged particles in plasmas play an especially important role in
the case of a magnetized plasma. Without collisions for example a transverse mag-
netic field would be a perfect mirror for low energy charged particles. In collisional
systems the particles follow their helical orbits from collision to collision and they
can propagate through the transverse magnetic field by diffusion, as is illustrated in
figure 2.3. While the collisions enhance the transport of particles in the transverse
direction, they reduce the transport in the parallel direction.
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B

Collision

Neutral

particles

Charged

particle

Figure 2.3: Diffusion of charged particle in magnetic field. Reproduced from refer-
ence [16].

Assuming that the mean free path between collisions is small compared to the size of
the system, the particle motion can be described by the diffusion equation

∂n

∂t
= ∇ · (D∇n), (2.39)

where n is the local particle density and D is the diffusion coefficient. In a non-
magnetic system, where particles follow straight paths between collisions, the diffusion
coefficient

D ≈ νλ2
mfp ≈ kT

νm
. (2.40)

In the case of magnetized plasma, the step size between each collision is different. In
the transverse direction, assuming 2πrL < λmfp the step size is of the order of rL and
the diffusion coefficient becomes

D⊥ ≈ νr2L. (2.41)

The average step size in the parallel direction is smaller than λmfp due to helical tra-
jectory of the particle, but only by a small factor. Therefore, as an order-of-magnitude
estimate, (2.40) is also valid for D‖. [16]

Comparing the diffusion coefficient in transverse direction for electrons and ions, it
can be seen that the ions diffuse faster than electrons due to their larger rL. As a
plasma must remain quasineutral, the particle fluxes must adjust to correct for the
imbalance. The diffusion process, which results from the conservation of neutrality is
called ambipolar diffusion and is described by a diffusion constant

D⊥ ≈ νei〈r2Le〉
(

1 +
Ti

Te

)

. (2.42)

The electron-ion collision frequency νei is proportional to T
−3/2
e and the average elec-

tron Larmor radius

〈r2Le〉 =
〈m2

ev
2
⊥

q2B2

〉

∝ Te. (2.43)
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In a typical case (1+Ti/Te) is close to unity. Therefore the ambipolar diffusion coeffi-
cient D⊥ is proportional to T

−1/2
e . The diffusion is slower for high electron temperature

[16].

In negative ion sources, a transverse magnetic field is used as a filter for high temper-
ature electrons, while cold electrons pass through the filter with positive ions due to
diffusion. The situation in negative ion sources is more complicated than in the case
of simple ambipolar diffusion due to the contribution of the significant H− density
to the charge balance. In some ion sources, the electron charge density in the filtered
region can be as low as 2 % of the positive ion density, i.e. electrons are almost entirely
replaced by negative ions [25]. In practice the complicated filter field phenomena are
studied with numerical models [26].
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Chapter 3

Ion sources

There are several types of ion sources for different applications. The ion sources are
usually classified by the method of plasma or ion formation. In this work the main
emphasis is on hot filament and radio frequency negative ion sources. The production
mechanisms in these ion sources are discussed in this chapter. As a comparison, also
ECR heating is introduced.

The details of the operational principle of an ion source depend on the type of the
ion source, but generally most of the ion sources work in a similar way. The main
part of an ion source is a chamber, which is evacuated constantly by pumping. The
element which is to be ionized is introduced into the chamber in a controlled manner
to maintain an optimal neutral density. In the simplest case, if the element is available
as gas, it can be injected through a finely controlled valve. The chamber also contains
a source of energetic electrons, which ionize the neutral particles and thus form a
plasma. The ions can be pulled from the plasma generator by a high voltage at the
extraction region to form an ion beam from the charged particles of the plasma.

3.1 Ionization

To form plasma, neutral particles need to be ionized i.e. all or part of their electrons
must be detached. The various ways in which the ionization can be done, include
electron impact ionization, ion impact ionization, photoionization, field ionization,
surface ionization, etc. Whatever the ionization process, it needs to provide energy
to overcome the binding energy of the electron. The first ionization energy, which is
needed for ionizing a neutral atom X → X++ e, has been measured for most elements
and is presented in figure 3.1. The ionization energies fall between 3.89 eV of caesium
and 24.6 eV of helium. The ionization energy of hydrogen is 13.6 eV.
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Figure 3.1: First ionization energies in electron volts for most elements presented in
a periodic table. Data from reference [27].

3.1.1 Electron impact ionization

The most common and probably the easiest way of ionizing neutral particles in lab-
oratory conditions is by bombarding them with energetic electrons. If the element is
monoatomic like noble gases, the process can simply be described as

X + e → X+ + 2e, (3.1)

where X is the element ionized and e is a free electron. The probability of the ionization
process varies with the incident electron energy. The cross-section rises from zero at
the electron center-of-mass kinetic energy equal to the ionization energy and peaks at
roughly 3–4 times the ionization energy. Some of the cross-sections for production of
hydrogen, helium and oxygen ions are shown in figure 3.2.

In the case of hydrogen the ionization process is more complicated involving molecular
ions H+

2 and H+
3 in addition to monoatomic H+. The most common processes leading

to production of ions in a hydrogen plasma include

H + e → H+ + 2e, (3.2)
H2 + e → H+ + H + 2e, (3.3)
H2 + e → H+

2 + 2e, (3.4)
H+

2 + e → H+ + H + e, (3.5)
H+

2 + H2 → H+
3 + H and (3.6)

H+
3 + e → H+ + 2H + e. (3.7)
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Figure 3.2: Electron impact ionization cross-sections for hydrogen [28, 29], helium [30]
and oxygen [31] as a function of incident electron energy.

In hydrogen plasma, the main channel for production of H+ is through (3.3) regardless
of the relatively low cross-section because of the high density of molecular neutral gas.
The other channels, such as (3.2) and (3.4) followed by (3.5) do not produce as much
protons due to the low densities of H+

2 and atomic H compared to H2 density in a
typical hydrogen ion source. From the cross-sections it is also obvious that a hydrogen
plasma will always contain molecular ions, even though many applications would
prefer an ion source producing protons only. On the other hand, some ion sources are
optimized for production of H+

2 for use in cyclotrons with efficient stripping extraction
[32, 33].

3.1.2 Multiple ionization

If more than one electron is removed from a neutral atom, the produced ion is said
to be multiply ionized or highly charged. Most commonly in ion source plasmas the
ionization process of highly charged ions goes stepwise through several events in which
a single electron is removed at each step. The ionization energy needed at each step
grows dramatically higher as the charge state increases. For oxygen, for example, the
ionization energies for producing ions from O+ to O8+ are 13.6 eV, 35.1 eV, 54.9 eV,
77.4 eV, 114 eV, 138 eV, 739 eV and 871 eV respectively [34]. In ion sources with high
neutral pressure and low electron temperature, the production of singly charged ions
strongly dominates because of the electron energy distribution. To produce significant
amounts of multiply charged ions the neutral pressure has to be low enough to suppress
charge exchange reactions, the ion lifetime in the plasma has to be long enough for
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multiple ionizations to happen and the plasma has to contain significant amounts
of electrons with energy higher than the ionization energy needed for producing the
desired ion charged state. Devices especially optimized for the production of multiply
charged ions are the ECR ion source [35] and the electron beam ion source EBIS [36].

3.2 Hot electron generation

The electron collision ionization is the most important process for plasma formation
in many ion sources. There are several different methods for producing the energetic
electrons required for this process including thermionic emission from heated cathode,
cold cathode discharge, facilitation of radio frequency power for electron heating with
or without magnetic resonance, etc. [37]

3.2.1 Thermionic emission

Possibly the simplest way of producing energetic electrons is to use a heated cathode
at an elevated negative potential with respect to the ion source body. The electrons
emitted from the cathode are accelerated in the surrounding plasma sheath. A flux
of electrons leaves the material as the thermal energy of the electrons in the tail of
the distribution overcomes the binding energy or work function of the material. This
process is known as the thermionic emission. The flux of electrons can be characterized
by the Richardson-Dushman equation

J = AGT
2 exp

(−W

kT

)

, (3.8)

where AG is the Richardson’s constant, T is temperature and W is the work function
of the material. A value for the constant AG can be derived from theory, but in practice

AG = λRA0 (3.9)

is used, where λR is a material correction factor and A0 = 4πmek
2e/h3 is the theo-

retical value. In ion source applications most commonly used materials for thermionic
emissions are high-melting-point metals such as tantalum, tungsten and thoriated
tungsten. Resistively heated filament wires can be made out of these metals. Directly
or indirectly heated low-work-function materials such as LaB6, Cs, IrCe and Ba are
also used in some applications. See table 3.1 for material parameters. [38, 39]

For example, a typical arc discharge ion source plasma may be driven with a 1.5 mm
diameter tantalum wire with length of 100 mm. Assuming that the wire is at constant
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Table 3.1: Richardson’s constants and work functions for selected materials [38, 40, 41].
Material AG (A cm−2 K−2) W (eV)
Tantalum 60 4.25
Tungsten 60 4.55
Barium 60 2.7
Caesium 160 2.14
W+Th(1%) 3 2.63
LaB6 29 2.70

temperature, a 1 A electron emission is achieved at 2300 K temperature. Maintaining
such a temperature requires about 250 W of heating power due to radiative losses.

At the typical temperatures needed for electron emission, the main failure mechanism
for metallic filaments is breakage mainly due to material evaporation and possibly
because of positive ion sputtering. Other failure modes also exist, such as softening of
filament material [42]. The material evaporation rates have an exponential dependence
on temperature and therefore lifetimes of ion source filaments are highly varied ranging
from hundred hours in high performance systems to tens of thousands of hours in lower
beam intensity applications.

In a typical filament-driven ion source the positive (or negative) terminal of the fil-
ament is biased to about −100 V with respect to the ion source body. The filament
on the other hand is heated with a high DC current corresponding to a potential dif-
ference of a few volts across the filament terminals. Therefore the energy distribution
of the electrons accelerated into the plasma is a rather sharp peak close to 100 eV.
Around this energy the total ionization cross section of H2 is about 1 · 10−16 cm2.
At a typical ion source pressure of 0.5 Pa the H2 molecule density is 1.2 · 1020 m−3.
The mean-free-path for the ionization process is therefore about 80 cm, which is much
larger than the typical size of the ion source chamber. This is the reason why good
magnetic confinement of electrons is important for igniting and maintaining a plasma
discharge at low hydrogen pressure.

3.2.2 Radio frequency heating

The limited lifetime of the filament can be a problem in high performance ion source
applications. Plasma heating using radio frequency (RF) electromagnetic field pro-
vides an elegant alternative solution [43]. This method works by accelerating cold
electrons in the plasma with time-varying electric field. The electric field can be intro-
duced in the plasma by an antenna or an electrode immersed in the plasma or by an
external antenna behind a window transparent to the RF. In the case of a high voltage
electrode immersed in the plasma, the accelerating electric field is created directly in
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the plasma sheath surrounding the electrode. This is known as capacitively coupled
plasma heating, which is seldom used in ion beam sources, but often in plasma pro-
cessing devices for example. In ion sources a high current RF antenna is often used,
which creates a varying magnetic field around the antenna, which induces an electric
field accelerating the electrons. This is known as inductively coupled plasma.

Starting the discharge in RF ion sources is based on the few free electrons in the neutral
gas filling the ion source chamber. When the RF is switched on these electrons are
accelerated and cause first ionization reactions and more electrons become available
for the discharge. Maintaining the RF heated plasma is much easier than igniting it
and therefore high pressure pulsing or other ignition procedures are often needed in
these sources [44].

The typical inductively coupled RF heated ion source operates between 1 MHz and
100 MHz and uses either an internal antenna [45] or an external antenna [46] to feed
the RF power to the plasma. The internal antenna ion sources often have a solenoidal
antenna with an insulating coating immersed in the plasma. The external antennas,
which are separated from the plasma by an RF window, usually have a geometry of
a flat spiral or a solenoid. The maintenance-free lifetime of these ion sources is very
high and is mainly limited by coating of the RF window with metal in case of external
antenna or puncturing through the antenna coating in case of internal antenna [45].

The induced electric field penetrating from the antenna to the plasma decays as

E = E0 exp

(−x

δp

)

(3.10)

as a function of distance x from the antenna due to the shielding effect of plasma.
The distance of penetration is known as skin depth and can be calculated as

δp ≈
c

ωpe

=

√

me

e2µ0ne

(3.11)

assuming low collision frequency compared to frequency of RF field. The coupling of
the solenoidal RF antenna to the cylindrical plasma skin can be modelled as a simple
transformer with N turn primary and one turn secondary as shown in figure 3.3. [47]

The resistance of the plasma loop resulting from electron collisional processes can be
calculated from

Rp =
2πr

σlδp
. (3.12)

Here

σ =
e2ne

meνe
(3.13)
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N turns

R
r

pδ

l

Figure 3.3: Transformer formed by the N turn solenoidal RF antenna at radius R and
the cylindrical plasma skin at radius r.

is the plasma conductivity, where νe is the total collision frequency of electrons. The
inductance Lp of the plasma loop can be calculated from

Lp =
ΦB

I
=

µ0πr
2

l
. (3.14)

Similarly the inductance Lant of the solenoidal RF antenna and the mutual inductance
Lm linking the coils can be calculated from

Lant =
µ0πR

2N2

l
(3.15)

Lm =
µ0πr

2N

l
. (3.16)

The resulting RF antenna circuit model is shown in figure 3.4a. By solving the circuit
equations

Vrf = jωrfLantIrf + jωrfLmIp (3.17)
Vp = jωrfLmIrf + jωrfLpIp (3.18)
Vp = −IpRp (3.19)

and assuming ωrfLp ≫ Rp a simplified model shown in figure 3.4b can be constructed,
where

Req = N2 2πr

σlδp
(3.20)

Leq =
µ0πR

2N2

l

(

1− r2

R2

)

. (3.21)

For example, a typical antenna geometry for a 13.56 MHz RF frequency system is
N = 5, l = 50 mm, R = 50 mm and r = 45 mm. Assuming a typical plasma density
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Figure 3.4: RF antenna circuit models: a) Transformer system with primary antenna
coil and secondary plasma coil with resistance. b) Simplified equivalent impedance
circuit.

of 1018 m−3 and electron collision rate of 10 MHz the Req becomes 11 Ω and Leq

becomes 0.94 µH (ωrfLeq = 80 Ω). It is obvious that an RF power supply designed to
operate with a resistive 50 Ω load is not capable of directly delivering high power to
the complex impedance of the antenna. Therefore, an impedance matching network is
needed to adapt the load to the driver. In figure 3.5, three different type of networks
for impedance matching are presented.

C
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Figure 3.5: Circuit diagrams presenting three different RF matching networks: a) the
T network, b) the L network and c) inductively coupled network. The capacitors are
typically adjustable.
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Figures 3.5a and 3.5b present T and L matching networks respectively, which are
both based on two adjustable capacitors. The T network has been the traditional
choice in RF ion source systems, but the tuning range at low Req is limited by low
C1 value, which approaches the value of typical stray capacitances. The L network is
a better solution at these conditions with higher, more practical capacitance values.
Figure 3.5c presents a third possible matching circuit known as the inductively coupled
network. It is based on an adjustable N-to-one ferrite transformer driving a secondary
circuit, which includes the antenna and an adjustable capacitor. The transformer
circuit is easier to operate than capacitive networks but suffers from inefficiency due
to transformer core losses especially at high power levels. [48]

3.2.3 Electron cyclotron resonance heating

Similarly to the radio frequency ion sources, the electron cyclotron resonance or ECR
ion sources are based on heating electrons in the plasma with radio frequency power.
The difference to RF ion sources is that in the ECR ion sources the plasma particles
are confined by strong magnetic field and there is no field free region. The electrons are
forced to helical trajectories around the field lines and they can not be accelerated to
high energies by an electric field perpendicular to the magnetic field. An efficient means
of electron heating in the magnetized plasma is by electron cyclotron resonance, where
the heating electric field frequency equals electron cycle frequency in the magnetic field
as given by eq. (2.32). In ECR ion sources it has been observed that the achievable
plasma density ne ∝ ωrf . Therefore, there is a drive towards higher frequencies in
the devices. The current state-of-the-art is at 28 GHz, meaning that the resonance
magnetic field is about one and peak fields are several Teslas. [35, 49]

3.3 Negative ion sources

Most of the elements and some molecules are capable of forming bound states as
negative ions. The electron affinity of an element is the amount of energy needed to
separate an electron from the negative ion and is therefore a measure of the stability
of the ion e.g. in a plasma environment. A negative electron affinity means that the
element does not form a stable bound state as a negative ion. Such elements include
beryllium, nitrogen, magnesium and all noble gases. The electron affinities range from
the negative numbers up to 3.62 eV of chlorine. The electron affinity of hydrogen is
0.75 eV. The electron affinities of most elements are presented in figure 3.6.

Negative ions can be formed by numerous different processes including double charge
exchange of positive ions, surface conversion and so-called direct volume production.
The double charge exchange process is usually used to convert a positive ion beam
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Figure 3.6: Electron affinities in electron volts for most elements presented in a form
of the periodic table. Data from references [50, 51, 52].

into negative beam by passing it through a vapor of neutrals with low ionization
energy. The negative ions are formed either by single step process using alkaline earth
vapors such as magnesium, calcium, strontium or barium or by a two step process
using alkali metal vapors such as sodium, potassium, rubidium or caesium. The one
step process is more efficient for charge exchange of high electron affinity elements
such as chlorine [53]

Cl+ + Mg → Cl− + Mg2+. (3.22)

On the other hand, the two step process is more efficient for lower electron affinity
elements. Using alkali metal vapors it is also possible to make negative ion beams
out of negative electron affinity elements, which do not form bound states. Negative
helium, which has a lifetime of 18 µs can be produced from low-energy He+ beam
using e.g. caesium vapor with charge exchange process [54, 55]

He+ + Cs → He0 + Cs+ (3.23)

He0 + Cs → He− + Cs+. (3.24)

3.3.1 Volume production

The volume production is a process, where the formation of negative ions happens
in the plasma volume at thermal energies. In case of hydrogen the dominant process
leading to production of H− is generally believed to be the dissociative attachment
reaction of ro-vibrationally excited hydrogen molecules [56]. The production of the
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3.3 Negative ion sources

required ro-vibrational molecules happens via several processes on the walls and in
the plasma volume. One of the most important processes is recombinative desorption
of hydrogen atoms from surfaces [57, 58]. Depending on the exact reaction kinetics,
the reaction is able to populate different vibrational and rotational levels. Especially
in case of gas-phase hydrogen atoms interacting with the surface, it is possible to
populate ro-vibrational levels with ν > 4 [59]:

Hgas + Hsurface → H2(ν, J). (3.25)

Another important channel for production of vibrational molecules is via high energy
(E > 20 eV) electron collisions on molecules leading to electronic excitation of the
molecule to electronic B1ǫ+u , C1Πu, B′Σ+

u and D1Πu states, which decay to vibrational
states or generate atomic fragments via dissociation. The cross-sections for the total
process

H2(ν = 0) + efast → H2(B
1ǫ+u , C

1Πu, B
′Σ+

u , D
1Πu, ν) + e (3.26)

→ H2(ν) + e (3.27)

leading to the final vibrational states that are on electronic ground state have been
evaluated [60] and are shown in figure 3.7 as a function of incident electron energy.
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Figure 3.7: Cross sections for volume production of H−. Cross section for production of
vibrationally excited electronic ground state hydrogen molecules via electron collision
on the left [60] and dependence of the dissociative attachment reaction cross section
on the vibrational state of the hydrogen molecule on the right [61].

The dissociative attachment reaction

H2(ν, J) + eslow → H−
2 → H− + H (3.28)
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producing the H− is most probable at low incident electron energies and high molec-
ular vibrational states. The cross section decreases exponentially as a function of the
electron energy above the threshold energy as is shown in figure 3.7. Also the destruc-
tion of H− by collisional detachment by electrons increases with electron energy. For
significant production of H− to take place, the plasma temperature needs to be lower
than what is generally required for efficient generation of plasma and ro-vibrational
molecules. The ion sources for volume production of H− are therefore typically sep-
arated into two regions as shown in figure 3.8: The first region contains the plasma
driver, a thermionic filament for example, and thus contains a hot electron popula-
tion. The second region is separated from the first by a transverse magnetic filter field,
which lets low energy electrons pass through by diffusion with heavier positive ions
and neutrals. Fast electrons are mostly reflected back to the first region. In the second
region the production rate of negative ions by the ro-vibrational molecules originat-
ing from the first region and from the plasma chamber surfaces of the second region
outweighs the destruction rate. Therefore, the H− ions form a significant fraction of
the plasma of this region, from which the negative ion beam is then extracted along
with the co-extracted electron beam.

H2

e- (fast) H2( ,J)

H-

e- (slow)
N

S

Extraction

Filament e- (fast)

Figure 3.8: Schematic presentation of the most important processes leading to negative
hydrogen ions in a volume production ion source: Excited hydrogen molecules and slow
electrons are able to pass the magnetic filter field to the region near the extraction
aperture, where dissociative attachment reaction produces H−.

The dissociative attachment reaction is generally considered to be the most dominant
process for negative ion production. However, there are other processes, which may be
of similar importance. For example, the dissociative attachment on molecular Rydberg
states

H∗
2 + e → H− + H (3.29)

has been suggested as one [62, 59].
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3.3.2 Surface production

The surface production of negative ions relies on bombardment of a surface with
positive ions or atoms. As the incoming atom moves close to the surface its electron
affinity level shifts and broadens. If the electron affinity level is then below the Fermi
level of the surface material, electrons have a finite probability of tunneling to the
atom, forming a negative ion [63]. Such negative ions can be ejected from the surface
via two processes. The incoming positive ion may be directly reflected away from the
surface after experiencing double charge exchange [64] and negative ions can be ejected
by the conversion of atoms sputtered from the surface by the incoming positive ions.
Ion sources based on caesium sputtering are widely used in a range of applications
routinely producing beams from solid sputtering targets [65]. In production of negative
hydrogen ions in plasma sources, it is believed that the dominating process is the
sputtering of hydrogen atoms adsorbed to the surface [64, 66, 67].

The formation of negative ions from particles ejected from a metal surface is described
with two models: a probability model and an amplitude model [63, 68]. According to
the probability model the negative ion formation probability is

p ∝ v⊥
φ− Ea −∆Ea

, (3.30)

where v⊥ is the velocity of the ejected ion normal to the surface, φ is the surface
work function, Ea is the electron affinity of the negative ion and ∆Ea is the shift of
the affinity level near the surface. According to the amplitude model the negative ion
formation probability is

p ∝ exp

(

Ea − φ

v⊥

)

. (3.31)

The amplitude model has been found to be more accurate for low velocities, while the
probability model is better for high velocities (E > 20 eV). Both models predict that
increasing ion velocity and decreasing surface work function enhance the negative ion
yield. For this reason, caesiation of metal surfaces is typically used to dramatically
decrease the surface work function. The addition of caesium to the plasma discharge
plays a double role as it also increases the sputtering effect in these sources because it
is a heavy element. The conversion surface is often biased with respect to the plasma in
the ion sources relying on surface production. This bias increases the energy and flux
of positive ions to the surface, leading to higher sputtering yield and increasing the
ejected particle velocity. Both of these effects increase the negative ion production.
On the other hand, the increased surface bombardment may decrease the caesium
coverage away from the optimal. The surface production is used mainly in pulsed ion
sources where caesium coverage can be recovered between the pulses. [69]

The use of caesium has an important role in the negative ion production but it does
have problems such as difficulty of operation (maintaining constant caesium coverage),
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accumulation of caesium in the system (i.e. the extraction, causing high voltage hold-
ing problems) and safety hazards (caesium is highly reactive). Generally caesium-free
ion sources are more reliable but are not capable of producing as high beam intensities
as caesiated sources, but alternatives for high intensity negative ion production have
been studied [70]. As an example of new ideas, the use of negative electron affinity
materials such as hydrogen-terminated boron nitride and diamond has been proposed
to be used in caesium-free surface production ion sources [71].

3.3.3 Negative ion destruction processes

The negative ion destruction processes are an important part of the physics affecting
the efficiency of production of negative beams. For H− important destructive processes
include (1) mutual neutralization reactions with the positive ion species

H− + H+ → H+
2 + e (3.32)

H− + H+ → H + H(n) (3.33)
H− + H+

2 → H + H2 (3.34)
H− + H+

3 → 2H + H2, (3.35)

(2) associative and non-associative electron detachment reactions

H− + H → H2 + e (3.36)
H− + H → H + H + e, (3.37)

and (3) detachment in collisions with fast electrons

H− + e → H + 2e. (3.38)

By calculating the H− mean free path from the cross-sections (from references [72,
73]) using reasonable estimates for the particle densities and temperatures near the
extraction aperture the reaction rates can be evaluated. The evaluation has been
done for the JYFL LIISA filament driven negative ion source (nH2

= 1020 m−3, nH =
1019 m−3, nH− = 2 · 1017 m−3, ne = 2 · 1016 m−3, nH = 1019 m−3, nH+ = 2.2 · 1017 m−3,
TH ∼ 0.03 eV, TH− = TH+ = 0.1 eV, Te = 1.0 eV [74, 75]). The mutual neutralization
(3.33) and associative electron detachment (3.36) are the most important destruction
processes. The reaction rate of the fast electron induced detachment process (3.38) is
negligible in these conditions, but it is highly sensitive to electron temperature, which
is one of the reasons why volume production is greatly enhanced by the magnetic
filter. According to the calculation, the total mean free path of H− in these conditions
becomes 14 cm. Due to the magnetic filter field and high elastic collision frequency
compared to the destructive collisions, the negative ion transport is highly diffusive.
This means that most of the negative ions are only capable of propagating about a
few centimeters from their birth locations. [76]
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The negative ion may also be destroyed in collisions with neutral gas molecules [72]

H− + H2 → H + H2 + e. (3.39)

This process becomes probable at energies higher than 2–3 eV. In the typical ion
source pressure range, the mean free path for this process is about 10 cm. In surface
conversion H− sources such as Los Alamos Neutron Science Center (LANSCE) ion
source [77], the losses through this process may be significant, as the negative ion
beam is transported from the converter surface to the extraction aperture through
the ion source. In volume production ion sources H− collisions with the background
gas cause beam losses or stripping in the extraction, especially in the first acceleration
gap, where the gas pressure is typically much higher than in the rest of the extraction
system.

3.3.4 Overview of H− ion sources for accelerators

Currently there are several H− ion sources of different types in operational use at
accelerator laboratories world wide. Also several ion sources are being run at test
stands for development purposes. It is impossible to cover all varieties of devices here.
Instead, a brief overview of selected ion sources is given. More thorough reviews of
operational H− ion sources are available for example in references [78, 79, 80].

At TRIUMF in Vancouver, Canada, a tantalum filament driven multicusp ion source
is used to produce up to 15 mA of continuous H− beam at 28 keV for acceleration in
cyclotrons. The source is driven with up to 5 kW of arc power. The source is based on
volume production and it has a unique permanent magnet configuration for multicusp
confinement and electron filter field [81]. The JYFL LIISA ion source, described later
in this thesis, is a version of the TRIUMF source regularly producing 1 mA of H− at
5.9 keV [74].

At the Spallation Neutron Source (SNS) in Oak Ridge National Laboratory, USA,
a multicusp ion source is used to produce 0.9 ms long 50 mA H− pulses at 60 Hz
repetition rate. The source is driven by a continuous low power 13.56 MHz RF to
maintain the plasma and a 50–70 kW 2 MHz RF during the pulses. The RF power is
coupled to the plasma by an internal porcelain coated antenna. The source is equipped
with a caesiated, temperature controlled molybdenum collar near the extraction to
enhance production of H−. It is estimated that caesium enhanced surface processes
contribute to production of about 70 % of the extracted beam. An external antenna
version of this ion source is under development. [82, 83]

At Deutsches Elektronen-Synchrotron (DESY) facility the Hadron Elektron Ring An-
lage (HERA) accelerator was driven by a cesium-free volume-production multicusp
ion source producing 36 keV 40 mA 150 µs H− pulses with 8 Hz repetition rate. The
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source was driven by a 30 kW RF power coupled to the plasma by a coil antenna
external to the Al2O3 source chamber. The source has proven over 150 week long
maintenance-free runs. The HERA accelerator is no longer operational, but the ion
source design continues to be developed for a new application at CERN. [46, 84]

The Penning H− ion source is based on an arc discharge plasma in a geometry where
electrons are magnetically confined between two cathodes. The H− surface production
takes place on caesiated cathode surfaces, from which the negative ions are accelerated
to the plasma by the cathode bias. The extracted negative ions have experienced
resonant charge exchange with slow hydrogen atoms (H−

fast + Hslow → Hfast + H−
slow)

leading to high quality beam. At Rutherford Appleton Laboratory in UK, a Penning-
type source is producing 200 µs, 45 mA H− pulses from a 0.6×10 mm2 plasma electrode
slit with 50 Hz repetition rate into the ISIS spallation neutron source accelerator. [79]

The surface converter H− ion source at Los Alamos Neutron Science Center (LANSCE)
is driven by pulsed 180 V, 30–40 A discharge ignited by electrons emitted from contin-
uously heated tungsten filaments. The H− production takes place on a molybdenum
converter, which is caesiated using an external oven. The converter is biased to 250–
300 V negative potential with respect to the ion source body to draw positive ion
species towards it. Because of the low surface work function achieved with caesia-
tion the particles sputtered from the converter have a high probability of leaving as
H−. These negative ions are accelerated by the bias voltage towards the extraction
aperture. The source has been operated with 120 Hz and 60 Hz repetition rates with
∼ 1 ms pulse length. [77, 85]

The main operational parameters of the aforementioned ion sources are gathered in
table 3.2.

Table 3.2: The main operational parameters of selected negative hydrogen ion sources.
Source IH− e−/H− Pulse len. Rep. rate Duty factor Maintenance
TRIUMF multicusp 15 mA < 5 cw cw 100 % 3 weeks
LIISA multicusp 3 mA < 5 cw cw 100 % 2 weeks
SNS RF multicusp 50 mA ∼ 10 900 µs 60 Hz 5.4 % 6 weeks
DESY RF multicusp 40 mA ∼ 20 150 µs 8 Hz 0.12 % 150 weeks
ISIS Penning 45 mA ∼ 10 200 µs 50 Hz 1 % 7 weeks
LANSCE converter 16–18 mA < 10 835 µs 60/120 Hz 5–10 % 4 weeks
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Ion extraction and low energy beam

transport

In principle, the task of the beam extraction and the following low energy beam trans-
port or LEBT system is quite simple. Most often the ion source extraction consists
of the front plate of the ion source, which is known as the plasma electrode and at
least one other electrode, the puller electrode (or extractor). The potential difference
between the electrodes provides the electric field for accelerating the charged particles
from the ion source forming an ion beam. Whether or not the extraction contains any
other electrodes, the beam leaves the extraction with kinetic energy

EK = q(φplasma − φbeamline) (4.1)

defined by the charge q of the particles and the potential difference between the
plasma φplasma, where the ions are formed and the following beam line φbeamline, which
is typically at the laboratory ground potential, as shown in figure 4.1. The ion source
voltage is therefore set according to the requirements of the following application. The
potential difference between the plasma and the ion source body contributes slightly to
the beam energy. The intensity of the particle beam depends, as a first approximation,
on the thermal flux of charged particles through the plasma electrode aperture. The
extracted beam current can therefore be estimated as

I =
1

4
Aqn〈v〉, (4.2)

where A is the plasma electrode aperture, q is the charge of the particles, n is the den-
sity of charged particles which form the beam and 〈v〉 is the mean velocity of extracted
particles in the ion source plasma. Assuming a Maxwell-Boltzmann distribution for
the extracted plasma particles the mean velocity is given by eq. (2.2).

The practical solutions are unfortunately much more complicated in most cases. First
of all, in the case of negative ion sources, the extraction system needs to separate the

33



Chapter 4. Ion extraction and low energy beam transport

Figure 4.1: A schematic of the electrostatic extraction system.

co-extracted electron beam from the ion beam. The applications following the low
energy beam transport, which typically are accelerators to bring the beam to higher
energies, often pose strict requirements for the ion beam parameters. Not only the
beam intensity, energy and species spectrum need to meet the requirements, but also
the beam spatial and temporal structure are specified.

The spatial requirements for the beam raise a need for focusing in the LEBT. Similarly
the temporal requirements define the need for beam chopping or bunching. Without
careful design of the focusing elements, the initial transverse velocity distribution of
the extracted beam and the space charge forces disperse the beam to the walls of the
vacuum chamber and only a part of the generated beam is transported to the following
accelerator. The extraction focusing systems must also provide some adjustability as
in most cases, the plasma conditions might not be constant in day-by-day operations,
which is typical especially in the case of caesiated ion sources. The LEBT has to adapt
to lower and higher performance, while maximizing the throughput to the following
accelerator. Designing such systems is not easy. From the ion optics point of view
a system as short as possible would be preferred, but in the same time the system
design has to also take in account practical engineering constraints. For example, the
beam line needs to have space for diagnostics and vacuum pumps in addition to the
focusing elements. Two extreme cases from the opposite ends of the spectrum are the
electrostatic extraction of the SNS H− ion source [86], which is about 15 cm long and
the LEBT of the JYFL LIISA H− ion source, which is almost 15 m long.

This chapter concentrates mainly on the topic of ion optics in the low beam energy
systems: the plasma-beam interface, beam quality, space charge effects and focusing
elements.

34



4.1 Beam formation

4.1 Beam formation

The charged particles of the extracted ion beam originate from the quasineutral
plasma of the ion source. In the case of negative ion source, the electric field be-
tween the plasma and puller electrodes accelerates the negative ions and electrons
from the plasma, and at the same time prevents the compensating positive particles
from penetrating into the extraction. In the case of positive ion source the positive ions
are accelerated and the negative, compensating charges are retained in the plasma.
In the proximity of the plasma electrode aperture there is a plasma sheath, in which
the compensating particle density decays towards the extraction and the beam is
formed. Modelling of the sheath is one of the greatest difficulties for computer codes
as described later.

4.1.1 Plasma extraction

The potential distribution, which defines the particle trajectories leaving the plasma,
is defined not only by the electrode geometry and voltages, but also by the properties
of the plasma, i.e. plasma density, plasma potential, electron and ion temperatures.
These dependencies are discussed in section 5.2 in more detail, where the plasma
sheath model used in the simulations in this work is presented.

The bulk plasma is (almost) free of electric fields. In the sheath region the electric
field starts deviating from zero and accelerates the charged particles. It is obvious
that there is no well defined boundary between electric field-free quasineutral plasma
and the uncompensated extraction region with electric fields. Often, such a boundary
would be useful for judging the focusing action of the electric field close to the plasma
electrode. Therefore an equipotential surface close to φwall = 0 V is often thought as
an artificial “boundary” known as the plasma meniscus. This terminology is often used
even though in reality there is no such sharp boundary. See figure 4.2 for an example
of the plasma sheath.

An example of the dependency of the plasma sheath shape on the plasma parameters
is presented in figure 4.3, where three simulated cases of H− extraction are shown with
varying plasma densities. All other parameters are unchanged. In case a the plasma
density is low and 0.5 mA of H− is extracted together with 17.5 mA of electrons.
The strong electric field in the extraction makes the plasma meniscus concave and
the extracted beam is over-focused, causing degradation of beam quality, which most
likely results in beam loss in further beam transport (a formal definition of beam
quality or emittance is given in section 4.3). In case b the plasma density is higher
and 1 mA of H− beam is extracted together with 35 mA of electrons. The meniscus
is slightly concave, which provides the best quality beam in this geometry. A high
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Chapter 4. Ion extraction and low energy beam transport

Figure 4.2: Plot from a cylindrically symmetric simulation of H− extraction with
several equipotential lines drawn close to the wall potential to visualize the location
of the plasma sheath. The ion temperature in the simulation is set to zero to illustrate
how the particles are accelerated perpendicular to the sheath.

fraction of the extracted beam can be transported to be accelerated. In case c the
plasma density is even higher and 2 mA of H− and 70 mA of electrons is extracted.
The plasma meniscus is convex, the beam is divergent and the beam quality is again
worse than in the optimal case. Lower amount of beam can be transported to the
accelerator in this case, even though a more intensive beam is extracted than in case
b. Because of this effect, it is important that the electric field strength of the extraction
system can be somehow adjusted if varying plasma densities are expected. Possible
adjustments are changing the plasma electrode to puller electrode gap or changing
the puller electrode voltage.

Figure 4.3: Three simulations of 5 keV H− extraction with varying plasma densities.
The extracted beams are a) 0.5 mA, b) 1 mA and c) 2 mA of H−. The extracted
electron to ion ratio in all cases is 35. The highest quality beam is achieved with
slightly concave plasma meniscus shape of case b.
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4.1.2 Space charge limited emission

In the first acceleration gap, where the beam is formed, the space charge forces acting
on the beam are largest. The situation can be evaluated with Poisson equation in one
dimension assuming a beam starting with zero velocity. The equation is written as

d2φ

dz2
= − ρ

ǫ0
= − J

ǫ0

√

m

2qφ
, (4.3)

where z is the location, φ is the potential, J is the beam current density, and ǫ0 is
the vacuum permittivity. The emission surface is at φ(z = 0) = 0 and the extractor
surface at φ(z = d) = V . For J = 0, the potential distribution between the surfaces
is linear. As the emission current density increases, the electric field at the emission
surface decreases until it becomes zero as is shown in figure 4.4a. At that point the
emission current is at the maximum level, which can be solved from (4.3) with the
boundary condition dφ

dz
(z = 0) = 0. This condition is known as space charge limited

emission and the resulting limit for the maximum emission current density can be
calculated using the following equation, which is known as the Child-Langmuir law
[87]:

Jmax =
4

9
ǫ0

√

2q

m

V 3/2

d2
. (4.4)
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Figure 4.4: a) Potential distribution between emission and extractor surfaces with dif-
ferent beam current densities in the system. b) Typical current-voltage characteristic
of plasma extraction. With low acceleration voltages, the emission is operating in the
Child-Langmuir limit. At the higher voltages the extracted current density saturates
due to emission limit of the plasma.

The plasma ion sources are typically operated in emission limited mode, i.e. the poten-
tial difference between the plasma electrode and puller electrode is made sufficiently
large to handle the beam space charge. Equation (4.4) is not strictly valid for ion
source plasma extraction because of the dynamic nature of the plasma sheath and
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Chapter 4. Ion extraction and low energy beam transport

non-zero “starting” velocity of particles in plasma extraction. The physics of the space
charge limit is still valid and the Child-Langmuir law (4.4) can be used to estimate it.

In any system, the maximum extractable current is dependent on the geometry, the
emission current density and voltage via the space charge limit. In the space charge
limited region, the current is proportional to V 3/2. This leads to the definition of beam
perveance,

P =
I

V 3/2
, (4.5)

which is the proportionality constant describing the system. As long as the emission is
space charge limited, the beam perveance is roughly constant. When voltage is further
increased and the beam emission is no longer space charge limited, the beam perveance
decreases. See figure 4.4b for an example of the current-voltage characteristic of a
plasma extraction.

4.1.3 Electrode geometry

The space charge forces try to disperse the beam as was shown above. This happens
especially in the first acceleration gap because of low velocity of the beam. To coun-
teract the space charge forces in the transverse direction, the electrodes can be shaped
in such a way that the electric field in the first gap is not only accelerating but also
focusing. In the case of space charge limited surface emitted electrons, there is a per-
fect solution providing parallel electron beam accelerated from the cathode [88]: The
solution is to have a field shaping electrode around the cathode (at cathode potential)
in a 67.5◦ angle with respect to the emitting surface normal as shown in figure 4.5.
This geometry is known as Pierce geometry. For plasma ion sources, there is no such
magic geometry because the ions do not start from a fixed surface, but from plasma
with varying starting conditions. The effect of electrode shapes in these systems has
been studied using computer simulations modelling the plasma [89].

θ = 67.5°

Figure 4.5: Perfectly parallel extraction of space charge limited surface emission elec-
trons using the Pierce geometry in a planar 2D geometry.
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4.1.4 Specific features of negative ion extraction systems

In negative ion sources electrons are extracted from the plasma in addition to the
ions. Depending on the ion source, the intensity of co-extracted electron beam may
be as high as 100–200 times the intensity of extracted negative ion beam or as low
as 1 in caesiated surface production H− sources. Especially in the cases where the
electron current is high, the electrons need to be dumped in a controlled manner as
soon as possible to mitigate the effects of the additional space charge. Often the elec-
tron beam current is so high that dumping cannot be done at the full beam energy
required by the application. In other words, the electron beam has to be dumped on
an intermediate electrode biased to lower potential than ground. This requirement is
often the most significant restriction on negative ion source extraction system designs.
Typically the electron dumping is done by utilizing a transverse magnetic field gen-
erated with permanent magnets. As the magnetic field also deflects the negative ion
beam, the negative ion source may be mounted to the beam transport line at an angle
to compensate the deflection [86, 8]. Another solution is to use another transverse
magnetic field in opposite direction to correct the angle of the negative ion beam
perpendicular to the original axis. The resulting offset in the beam center has to be
corrected using deflector plates, xy steering magnets or mechanical offset.

Three electrode configurations shown in figure 4.6 are commonly used for electron
dumping. In the first method (a), which is often used in negative ion sources producing
continuous beam, the electrons are dumped on a water-cooled puller electrode with
low voltage with respect to the ion source [81, 8]. Another solution (b) is the use
of an intermediate electron dump electrode before the puller electrode [86]. A third
possibility (c) is to dump the electrons on an electrode following the puller electrode.
This method allows optimization of the plasma electrode to puller electrode voltage or
distance for achieving optimal beam formation without affecting the electron dumping
[90, 9].

a) b) c)

Figure 4.6: Three electrode configurations commonly used for dumping the co-
extracted electrons in negative ion sources: a) dumping to puller electrode, b) dumping
to intermediate electrode and c) dumping to an electrode after the puller.
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Chapter 4. Ion extraction and low energy beam transport

4.2 Beam line ion optical elements

The ion optical elements of the beam transport line come in two varieties: magnetic
and electric. In the case of high energy beams, where v ≈ c, magnetic elements are
used because the force, which is created with an easily produced magnetic field of
1 T equals the force excerted by an electric field of 300 MV/m, which is impossible
to produce in a practical device. In LEBT systems, where the beam velocity is low,
and the maximum electric fields are typically about 5 MV/m, the achievable forces
are comparable and other factors, such as size, cost, power consumption and the
effects to beam space charge compensation come into play. An important factor in the
selection of the type of the beam line elements is also the fact that electrostatic fields
do not separate ion species. In electrostatic systems the particles follow trajectories
defined only by the system voltages. On the other hand, in magnetic fields the particle
trajectory is dependent on charge-to-momentum ratio q/p, which allows separation of
particle species from each other in magnetic systems. This is utilized in the electron
dumping of negative ion extraction systems as was shown in section 4.1.4.

The common beam line elements, which are used to build the extraction and LEBT
systems include immersion lens, einzel, solenoid, dipole and quadrupole lenses. A short
introduction to each of these elements is given below. More detailed analyses can be
found in references [91] and [92], for example.

4.2.1 Immersion lens

The immersion lens (or gap lens) is simply a system of two electrodes with a potential
difference of ∆V = V2−V1. The lens can be either accelerating or decelerating and in
addition to changing the particle energy by q∆V the element also has focusing action.
The focal length of the immersion lens is given by [91]

f

L
=

4(
√

V2/V1 + 1)

V1/V2 + V2/V1 − 2
, (4.6)

where L is the distance between the electrodes and the potentials V1 and V2 are defined
assuming that V = 0 potential is where the beam kinetic energy is zero (ion source
plasma). The electrostatic extraction systems always have gap lenses, which accelerate
the beam to the required energy. The first acceleration gap (plasma electrode to puller
electrode) is a special case of the immersion lens because of the effect of the plasma to
the electric field and the focusing effect of it can not be estimated with the equation
above.
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4.2 Beam line ion optical elements

4.2.2 Einzel lens

The einzel lens is made by combining two gap lenses into one three-electrode system
with first and last electrodes in the beam line potential V0 and the center electrode at a
differing potential Veinzel. The einzel lens, which is typically cylindrically symmetric, is
the main tool for beam focusing in many electrostatic extraction systems. The einzel
focusing power is dependent on the geometry and the voltage ratio R = (Veinzel −
V0)/V0, assuming that V = 0 potential is where the beam kinetic energy is zero.
The einzel lens may have the first gap accelerating and the second gap decelerating
(known as accelerating einzel lens, R > 0) or vise versa (known as decelerating einzel
lens, R < 0). Both configurations are focusing, but the refractive power of the einzel
in decelerating mode is much higher than in accelerating mode with same lens gap
voltage Vgap = Veinzel − V0. As an example, the refractive power of the einzel lens
geometry shown in figure 4.7a is calculated as a function of Veinzel using numerical
methods. The focal length f ≈ 10D for a decelerating Veinzel − V0 = −0.5V0. To
achieve the same focal length in accelerating mode a voltage Veinzel − V0 = 1.1V0

is needed (see figure 4.7b) On the other hand, accelerating einzel lenses should be
preferred if the required higher voltage (and electric fields) can be handled, because
they have lower spherical aberrations than decelerating einzel lenses, especially when
the required refractive power is high. Accelerating einzel lenses also present a potential
barrier for the particles compensating the beam space charge in surrounding drift
regions making it possible to reach high space charge compensation as discussed in
section 4.4.2. Decelerating einzel lenses drain the compensating charges from the beam
preventing high space charge compensation degree in the proximity of the lens.
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Figure 4.7: An example geometry for an einzel lens and its refractive power scaled
with the einzel internal diameter D as a function of the voltage ratio R. The lens
is much stronger in decelerating mode compared to accelerating mode. The shown
refractive power is valid for particles close to the optical axis in the low-space-charge
limit.
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Chapter 4. Ion extraction and low energy beam transport

A special case of the einzel lens, where the first electrode and the third electrode
are at different potentials is also possible, This kind of setup is known as three aper-
ture immersion lens or zoom-lens. It provides adjustable focusing in a system which
otherwise acts as an immersion lens. [91]

4.2.3 Solenoid lens

Solenoid lens is a magnetic element providing axisymmetric focusing force. It consists
of rotationally symmetric coils wound around the beam tube, creating a longitudinal
magnetic field peaking at the center of the solenoid. The focusing action of solenoid is
somewhat difficult to derive, but the idea can be described as follows assuming a thin
lens [93]: The radial magnetic field at the entrance of the solenoid gives the particle
entering the field with vr = 0 at radius r0 an azimuthal thrust

vθ =
qBr0
2m

, (4.7)

which makes the trajectories helical inside the solenoid. At the exit of the solenoid the
particle receives a thrust cancelling the azimuthal velocity, but leaving the particle
with a radial velocity

vr = − r0q
2

4m2vz

∫

B2dz. (4.8)

This radial velocity causes the beam to converge towards the optical axis. The refrac-
tive power of the lens is given by

1

f
=

q2

8mEK

∫

B2dz. (4.9)

4.2.4 Electrostatic and magnetic dipoles

The electrostatic dipole and magnetic dipole are elements, which are primarily used to
deflect charged particle beams. The magnetic dipole is constructed from coil windings
creating a constant magnetic field pointing in the transverse direction. The particles
in the magnetic field follow circular trajectories with radius

ρ =
p

qB
≈ mvz

qB
=

1

B

√

2mV0

q
, (4.10)

where V0 is the voltage used to accelerate the particles from zero to vz. Similarly an
electrostatic dipole may be constructed from cylindrical electrodes of radii r1 and r2
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with voltages V1 and V2. The radius of curvature of the particle between the plates
becomes

ρ =
2φ

E
, (4.11)

where E is the electric field and φ is the potential at the orbit (again assuming that
zero potential is where the beam kinetic energy is zero). The voltage and electric field
between the plates are

V = V1 + (V2 − V1)
log(r/r1)

log(r2/r1)
and (4.12)

E = − V2 − V1

log(r2/r1)

1

r
. (4.13)

By choosing the plate voltages symmetrically as V1 = V0 + Vplate and V2 = V0 − Vplate,
the required plate voltage can be solved as

Vplate = V0 log(r2/r1). (4.14)

The optical axis of such a system, where φ = V0, is at radius ρ =
√
r1r2. This is not

the only possibility for the cylindrical dipole. The optical axis can also be chosen to
be in the middle of the plates, which leads to asymmetric plate voltages.

The dipole elements also have focusing/defocusing properties. For example, the mag-
netic dipole with straight edge angles (α = β = 0) focuses the beam in the bending
plane (x) as shown in figure 4.8a. Directly from geometry, a so-called Barber’s rule
can be derived: the center of curvature of the optical axis and the two focal points are
on a straight line. For a symmetric setup it means that A = B = R/ tan(φ

2
). There is

no focusing action in the y direction.

A
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ϕ

a)

R

ϕ

α β

A B
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Figure 4.8: Focusing of a magnetic dipole in the bending plane. a) The case where the
magnet has straight edge angles (α = β = 0) is described by Barber’s rule: the center
of curvature of the optical axis and the two focal points are on a straight line. b) If
the edge angles are positive as shown, the focusing power is decreased.

If the magnet edge angles deviate from 90◦, the focusing power in x-direction can
be adjusted. If the edge angle is made positive (as shown in figure 4.8b), there is
weaker focusing in x-direction. If the angle is negative, there is stronger focusing in
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v
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F

Figure 4.9: In a dipole magnet with positive edge angle the fringing field has a Bx

component focusing the beam in y-direction.

x-direction. Changing the edge angle has also an important effect on the y-direction:
if the angles are positive the fringing field of the magnet will focus the beam in the
y-direction, as shown in figure 4.9. Overall this means that the focusing in x-direction
can be traded for y-focusing. The focal length from the edge focusing is given by

fy =
R

tan(α)
. (4.15)

In a symmetric double focusing dipole, with the is same focal length in x and y, the
angles and distances are given by

2 tan(α) = 2 tan(β) = tan(
φ

2
) (4.16)

A = B =
2R

tan(φ
2
)

(4.17)

For a φ = 90◦ bending magnet the edge angles become α = β = 26.6◦ and the focal
distances A = B = 2R.

The regular cylindrical electrostatic dipole only has focusing in the x-direction similar
to the regular straight edge magnetic dipole. The y-focusing can be introduced by
adjusting the ends of the cylindrical plates for edge focusing or by using spherical or
toroidal plates.

For small-angle deflection typically electrostatic parallel plates or so-called xy steering
magnets are used. The parallel plates with ±Vplate voltages bend the beam to angle

θ =
VplateL

V0d
, (4.18)

where L is the length of the plates in z-direction and d is the distance between the
plates. This kind of system is typically used for small corrections in beam lines and
for beam chopping. The xy magnets are the magnetic equivalent of the parallel plates
with typically two pairs of windings in a single instrument for correction in both
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transverse directions. The beam deflection is given by

θ = LB

√

q

2mV0

, (4.19)

where L is the field length and B is the field strength inside the device.

4.2.5 Quadrupole lenses

Electrostatic and magnetic quadrupoles are often used as focusing elements in LEBT
systems in addition to einzel lenses and solenoids. The electrostatic quadrupole con-
sists of four hyperbolic electrodes placed symmetrically around the beam axis with
positive potential Vquad on the electrodes in +x and −x-directions and negative po-
tential −Vquad on the electrodes in +y and −y-directions as shown in figure 4.10a.
The potential in such configuration is given by

V =
x2 − y2

a2
Vquad, (4.20)

where a is the half-aperture of the quadrupole. This leads to electrostatic field

~E = −2Vquad

a2
xx̂+

2Vquad

a2
yŷ, (4.21)

from which we can see that such quadrupole focuses a positive ion beam in x-direction
and defocuses in the y-direction. By analyzing the particle trajectories in such fields,
it can be shown that the refractive powers for the thick lens are

1/fx = k sin(kL) (4.22)
1/fy = −k sinh(kL), (4.23)

where k2 =
Vquad

a2V0
and L is the effective length of the quadrupole [92].

The magnetic quadrupole has a similar construction to the electrostatic one: the
magnet poles are made to be hyperbolic and coils are wound in such a way that
opposite poles have magnetic flux towards the beam and the other two poles have flux
outwards. Assuming that the magnetic poles are oriented as shown in figure 4.10b,
the magnetic field in such system is

~B =
BT

a
yx̂+

BT

a
xŷ, (4.24)

where BT is the magnetic field density at the pole tip. Positively charged particles
having velocity ~v = vz ẑ feel a force ~F = qBTv(−xx̂ + yŷ)/a, which is focusing in x-
direction and defocusing in y-direction. The magnetic force leads to the same refractive
powers as presented by (4.22) and (4.23), but with k2

B = q
p
BT

a
.
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Figure 4.10: Quadrupole lenses: a) Electrostatic quadrupole with a being the distance
from the optical axis to the electrode tip. Ten equipotential lines are drawn between
potentials −Vquad and +Vquad. b) Magnetic quadrupole with a being the distance
from the optical axis to the pole tip, where magnetic field density is BT . Magnetic
field lines are illustrated by arrows. Both quadrupole lenses are illustrated as focusing
in x-direction and defocusing in y-direction.

The quadrupole lenses are typically used as doublets or triplets for solutions, which are
focusing in both transverse directions. Quadrupoles can also be used for transforming
unsymmetric beams such as slit-beams from a Penning ion source for example, into a
round beam.

4.3 Beam emittance

The ion beam travels in the beam transport line from one ion optical element to an-
other along a curved path, which is usually defined as the longitudinal direction z.
The transverse directions x and y are defined relative to the center of the transport
line, the optical axis, where x = y = 0. The transport line is usually designed in such
a way that a so-called reference particle travels along the optical axis with nominal
design parameters. The ion beam (bunch) is an ensemble of charged particles around
the reference particle with each individual particle at any given time described by spa-
tial coordinates (x, y, z) and momentum coordinates (px, py, pz). This six-dimensional
space is known as the particle phase space. In addition to these coordinates, often
inclination angles α and β or the corresponding tangents x′ and y′ are used. These
are defined by

x′ = tanα =
px
pz

and y′ = tan β =
py
pz
. (4.25)
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Traditionally the emittance is defined as the 6-dimensional volume limited by a con-
tour of constant particle density in the (x, px, y, py, z, pz) phase space. This volume
obeys the Liouville theorem and is constant in conservative fields. With practical
accelerators a more important beam quality measure is the volume of the envelope
surrounding the beam bunch. This is conserved only in the case where forces acting
on the particles are linear (see figure 4.11). Typically in the case of continuous (or
long pulse) beams, where the longitudinal direction of the beam is of less interest,
transverse distributions (x, x′) and (y, y′) are used instead of the full phase space
distribution for simplicity. Also for these distributions the envelope surrounding the
distribution changes when non-linear forces (unidealities of beam line elements for ex-
ample) act on the particles. The size and shape of the transverse distribution envelope
is an important quality measure for beams because most complex ion optical devices
such as accelerators have an acceptance window in the phase space within which they
can operate.

a) b)

x x

px px

Figure 4.11: A 2-dimensional projection of an ensemble of particles before going
through a non-linear optical system (a) and after it (b). The area of the particle dis-
tribution (shown in blue) is conserved but the area of the elliptical envelope (shown
in red) increases.

4.3.1 Emittance ellipse

For calculation and modelling purposes a simple shape is needed to model the ion
beam envelope in transverse (x, x′) and (y, y′) phase spaces. Real, low-aberration ion
beam distributions usually have roughly elliptical contours. Therefore, it is an obvious
solution to use ellipse as the model in the 2-dimensional phase spaces (and ellipsoids
in higher dimensions). Equation for an origin-centered ellipse is

γx2 + 2αxx′ + βx′2 = ǫ, (4.26)

where a scaling
βγ − α2 = 1 (4.27)

is chosen. Here ǫ is the 2-dimensional transverse emittance and α, β and γ are known
as the Twiss parameters defining the ellipse orientation and aspect ratio. The area of
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the ellipse is
A = πǫ = πR1R2, (4.28)

where R1 and R2 are the major and minor radii of the ellipse. Because of the connection
between the area of the ellipse and ǫ there is sometimes confusion in whether to include
the π in the above formula to quoted emittance values, the unit of emittance is often
written as π·mm·mrad. This is done to emphasize that the quoted emittance number
is the product of the radii and not the area of the ellipse. Always when communicating
about emittance numbers it should be clearly indicated what the number is to avoid
confusion [94]. In this work the pi is not included in the unit and ǫ is used as defined
by eq. (4.28).

From equation 4.26 the dimensions of the ellipse can be calculated. Some of the most
important dimensions needed in calculations are shown in figure 4.12.
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Figure 4.12: Emittance ellipse geometry with the most important dimensions.

4.3.2 Calculating rms emittance

How does ǫ and Twiss parameters relate to phase space distributions? How is the
envelope defined? There are numerous ways to fit an ellipse to particle data. Often
a minimum area ellipse containing some fraction of the beam is wanted (e.g. ǫ90%),
but unfortunately this is difficult to produce in a robust way. A well-defined way for
producing the ellipse is by using a statistical definition known as the rms emittance

ǫrms =

√

〈x′2〉 〈x2〉 − 〈xx′〉2, (4.29)
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with the expectation values defined as

〈

x2
〉

=

s
x2I(x, x′) dx dx′

s
I(x, x′) dx dx′

, (4.30)

〈

x′2
〉

=

s
x′2I(x, x′) dx dx′

s
I(x, x′) dx dx′

, (4.31)

〈xx′〉 =
s

xx′I(x, x′) dx dx′

s
I(x, x′) dx dx′

, (4.32)

where I(x, x′) dx dx′ is the magnitude of beam current at the differential area dx dx′

of phase space at (x, x′). Similarly, the Twiss parameters can be calculated from the
particle distribution with

α = −〈xx′〉
ǫ

, β =
〈x2〉
ǫ

and γ =
〈x′2〉
ǫ

. (4.33)

For these formulas, it is assumed that the emittance distribution is centered to origin,
so that 〈x〉 = 0 and 〈x′〉 = 0. With measured emittances additional difficulties arise
from background noise and amplifier offsets in I(x, x′) data. Filtering methods for pro-
cessing experimental data exists, from simple thresholding to more refined algorithms
such as SCUBEEx [95].

4.3.3 Phase space distributions

A range of different beam phase space distributions have been encountered in prac-
tice. For theoretical work there are several distributions which are used for modelling
beams. Three probably most used model distributions are Gaussian, KV (Kapchinskij-
Vladimirskij), and waterbag distributions (or combinations of these). For continuous
(non-bunched) beams the distributions are defined in 4D transverse phase space. For
simplicity, the distributions given here are oriented along the axes. These distributions
can be rotated in (x, x′) and (y, y′) planes to achieve more practical beams. In all of
these cases the transverse emittances are ǫrms,x = σxσx′ and ǫrms,y = σyσy′ , where σx,
σx′ , σy and σy′ are the standard deviations of the distribution.

The Gaussian distribution is given by

I(x, x′, y, y′) =
1

4π2σxσx′σyσy′
exp

(

−1

2

(

x2

σ2
x

+
x′2

σ2
x′

+
y2

σ2
y

+
y′2

σ2
y′

))

. (4.34)

In KV distribution the particles populate evenly the surface of an ellipsoid. The dis-
tribution is given by

I(x, x′, y, y′) =
1

π2x0 x′
0 y0 y

′
0

δ(x2/x2
0 + x′2/x′

0
2
+ y2/y20 + y′2/y′0

2 − 1), (4.35)
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where x0, x′
0, y0 and y′0 are the radii of the ellipsoid. The radii are related to the

distribution standard deviations as x0 = 2σx, x′
0 = 2σx′ , y0 = 2σy and y′0 = 2σy′ .

In waterbag distribution the particles evenly fill the volume of the ellipsoid. The
distribution is given by

I(x, x′, y, y′) =

{

2
π2x0 x′

0
y0 y′0

if x2/x2
0 + x′2/x′

0
2 + y2/y20 + y′2/y′0

2 < 1

0 otherwise,
(4.36)

where the radii are related to the distribution standard deviations as x0 =
√
6σx,

x′
0 =

√
6σx′ , y0 =

√
6σy and y′0 =

√
6σy′ . Cross-sections of these distributions are

shown in figure 4.13a.
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Figure 4.13: Gaussian, KV and waterbag distributions: a) cross-section of ǫrms,x =
σxσx′ beams oriented along the axes in x (or any other phase space coordinate), b)
fraction of beam inside an ellipse with area relative to πǫrms.

When dealing with emittance values it should be remembered that the fraction of
the beam contained by the rms emittance ellipse depends on the particle distribution.
For real measured distributions there is no direct rule but for known distributions
this can be calculated. In figure 4.13b the beam fraction inside the ellipse (with same
Twiss parameters as the rms emittance) is shown as a function of the area of the
ellipse for Gaussian, KV and waterbag distributions. Because an ellipse with area 4
times the area of the rms ellipse fully encloses the KV distribution, the so-called 4-
rms emittance is often used as the quoted number instead of 1-rms emittance. The
waterbag distribution is fully enclosed inside 6 times the rms ellipse. The Gaussian
distribution is infinite in size, the 1-rms ellipse contains 39 %, the 4-rms ellipse contains
86 % of the beam and the 6-rms ellipse contains 95 % of the beam.

4.3.4 Normalization of emittance

The transverse emittance defined in (x, x′) space has the property that it is also de-
pendent on the longitudinal beam velocity. If the beam is accelerated and pz increases,
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x′ = px/pz decreases. This effect is taken into account by normalizing the velocity to
the speed of light c, which gives

x′
n =

px
pz1

vz1
c

=
vx
c

=
px
pz2

vz2
c

(4.37)

at non-relativistic velocities. The normalized emittance can therefore be calculated
from un-normalized or geometric emittance ǫ with

ǫn = ǫ
vz
c

(4.38)

in the un-relativistic limit, or with

ǫn = ǫβ
1√
1− β

, (4.39)

where β = vz/c for relativistic particles.

4.3.5 Mismatch factor

The magnitude of the difference between two emittance ellipses having the same area
and the same center can be quantified by evaluating the relative increase in radius
of the first ellipse, which is needed to fully enclose the second ellipse with it. This
relative increase in radius (area is used instead of radius in some literature) is known
as the emittance mismatch factor. It can be shown that the mismatch factor is given
by [96]

M =

(

1

2

(

R +
√
R2 − 4

)

)1/2

− 1 (4.40)

where
R = β1γ2 + β2γ1 − 2α1α2. (4.41)

The mismatch factor can also be used for evaluating the ellipse shape (orientation
and aspect ratio) difference of ellipses with differing sizes.

4.3.6 Emittance of extracted beam

An ion beam formed by letting charged particles from plasma to be emitted through
a round aperture has an emittance defined by the plasma ion temperature T and the
aperture radius r assuming that the acceleration to velocity vz does not add aber-
rations. This minimum emittance can be calculated by using equations (4.29)–(4.32)
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and using a particle distribution defined by circular extraction hole and Gaussian
transverse velocity distribution

I(x, x′) =
2

πr2

√
r2 − x2

√

m

2πkT
exp

(−m(x′vz)
2

2kT

)

. (4.42)

After normalization, the resulting rms emittance becomes

ǫrms,n =
1

2

√

kT

m

r

c
. (4.43)

The calculation can be made similarly for a beam extracted through an infinitely long
and w wide slit. The resulting normalized rms emittance

ǫrms,n =
1

2

√

kT

3m

w

c
. (4.44)

In the round aperture case, the emittance of the beam is linearly proportional to the
plasma aperture radius. On the other hand, beam current is roughly proportional to
the area of the plasma aperture. Scaling of the aperture size does not therefore change
the beam brightness

B =
I

ǫn,x · ǫn,y
(4.45)

in the first approximation.

The rms emittance of the ion beam is increased from the spread induced by the plasma
ion temperature by several other phenomena. The non-linear focusing forces caused
by highly curved plasma sheath and large diameter of the beam compared to the
bore sizes of the electrodes produce aberrations in the beam, which are seen as rms
emittance growth. In the case of negative ion sources the electron filter and electron
dump magnetic fields may induce emittance growth due to inhomogeneities and by
steering the beam off-axis. In ECR ion sources the solenoidal magnetic field of the
ion source has a strong influence on the beam quality [97]. Also space charge forces
discussed below may cause emittance growth.

4.3.7 Emittance measurement

Several types of devices have been developed and built for measuring I(x, x′), the
beam intensity distribution in the phase space. In this work, an Allison emittance
scanner [98] was used. The scanner shown in figure 4.14 is moved by a stepper motor
to select a slice of the beam at coordinate x with the entrance slit of the device.
Each slice is analyzed by a using a pair of deflector plates with ±V voltages to select
an angular component x′ to pass through the exit slit into a Faraday cup having
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secondary electron suppression. The entrance angle of the ions passing through the
slits is

x′ =
V Leff

2V0d
, (4.46)

where ±V are the voltages on the deflector plates, Leff is the effective length of the
deflection electric field, V0 is the voltage difference of the ion source and the beamline
and d is the gap between the plates.

Faraday cup

Electron suppression
Entrance slit

Exit slitDeflector plates

Grounded shield

Particle trajectory

d

Le�

+V

−V

Figure 4.14: Schematic presentation of the Allison emittance scanner.

4.4 Space charge

The ion beam charge density

ρ =
J

v
=

I

Av
(4.47)

plays a major role in beam extraction systems, where current densities are high and
velocities are low compared to other parts of accelerator systems. The space charge
induces forces, which increase the divergence and emittance decreasing the transporta-
bility of the beam. In the higher energy portions of the accelerator, the magnetic self-
force of the beam starts compensating the space-charge blow-up. However, this effect
is insignificant for v ≪ c.

4.4.1 Space charge effects on beam

Assuming a cylindrical constant current density beam with radius rbeam propagating
with constant velocity vz, the beam generated electric field is given by Gauss law

E =

{

I
2πǫ0vz

r
r2
beam

if r ≤ rbeam

I
2πǫ0vz

1
r

otherwise.
(4.48)
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The potential inside a beam line tube with radius rtube is therefore

φ =







I
2πǫ0v

[

r2

2r2
beam

+ log
(

rbeam

rtube

)

− 1
2

]

if r ≤ rbeam

I
2πǫ0v

log
(

r
rtube

)

otherwise.
(4.49)

The potential distribution is plotted in figure 4.15 for a 10 mA, 10 keV H− beam
inside a 100 mm diameter beam line tube.
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Figure 4.15: The potential distribution inside a cylindrical 100 mm tube with uncom-
pensated 10 mA, 10 keV H− beam

The electric field in the constant current density case, given by (4.48), is linear with
radius and therefore does not cause emittance growth, but it causes increasing diver-
gence of the beam. A particle at the beam boundary experiences a repulsive force

Fr = qEr = mar =
qI

2πǫ0rvz
. (4.50)

Therefore, the particle acceleration is

ar =
d2r

dt2
=

d2r

dz2
dz2

dt2
= v2z

d2r

dz2
. (4.51)

The particle trajectory is given by a differential equation

d2r

dz2
=

1

v2z
ar = K

1

r
, where (4.52)

K =
qI

2πǫ0mv3z
, (4.53)
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assuming that the beam divergence is small (i.e. (4.50) is valid). The differential
equation can be integrated after change of variable λ = dr

dz
, which gives

dr

dz
=
√

2K log(r/r0), (4.54)

assuming dr
dz

= 0 at z = 0. The solution is separable and can be again integrated to
achieve a final solution [99]

z =
r0√
2K

F

(

r

r0

)

, where (4.55)

F

(

r

r0

)

=

∫ r/r0

y=1

dy√
log y

. (4.56)

The last integral is not analytic, but can be numerically integrated for estimates of
divergence. As an example, a parallel zero-emittance beam of H− accelerated with
20 kV has initial radius of r0 = 5 mm. The size of a 5 mA beam after a drift of
200 mm can be solved from F (r/r0) = 1.913, which gives r = 9.1 mm.

The finite plasma temperature often leads to beams with roughly bi-Gaussian distri-
butions. This kind of distribution leads to non-linear space charge forces, that cause
emittance growth in addition to increase of beam divergence. Computer simulations
are required to calculate these effects.

4.4.2 Space charge compensation

The potential well of the beam formed by the accelerated charged particles acts as
a trap for oppositely charged particles in regions where there are no external elec-
tric fields to drain the created charges. The trapped particles compensate the charge
density of the beam decreasing the depth of the potential well and therefore also de-
creasing the magnitude of the beam space charge effects described above. This process
is called space charge compensation, SCC. The most abundant process for the pro-
duction of compensating particles is the ionization of the background gas within the
beam. In the case of positive ion beams, the electrons produced by the background gas
ionization are trapped in the beam, while slow positive ions are repelled to the beam
line walls. In the case of negative ion beams, the compensating particles are positive
ions created in collisions of the beam particles with background gas molecules, e.g.

H− + H2 → H− + H+
2 + e (4.57)

Other process such as H− + H2 → H+ + H2 + 2e also take place, but the created
positive ions have such high velocity that their contribution to SCC is negligible.
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The creation rate of the compensating particles can be estimated with

dnc

dt
= Φngasσi, (4.58)

where Φ is the flux of beam particles, ngas is the gas density and σi is the correspond-
ing ionization cross section. The final compensation degree achieved in a real system is
difficult to estimate accurately because it depends on the life time of the compensating
particles in the potential well. The most important processes affecting the life time are
(1) longitudinal leakage of particles, which can be limited by electrostatic electrodes
with correct polarity or magnetic fields for example, (2) recombinative processes and
(3) scattering processes leading to ejection of particles from the potential well. As-
suming that the losses are low enough, the time scale for achieving approximately full
compensation is

τ =
ρbeam

ednc

dt

=
Q

vngasσi

, (4.59)

where Q is the charge state of beam and v is the velocity of the beam. This equation
can be used for example to estimate if compensation is possible in pulsed beams.
According to experimental and computational studies, in typical H2 pressure range
of about 10−5–10−6 mbar, full compensation of H− beam is achieved in 10–100 µs
[100, 101].

In high beam intensity LEBT systems a controlled amount of background gas is
often added to the vacuum chamber to increase the amount of compensation. Small
beam losses in the increased ionization processes can lead to increase in total beam
transmission due to decreased divergence and emittance growth. The magnitude of the
compensation in beam transport can be estimated for example with measurement of
the energy distribution of the charged particles ejected from the beam as a function
of background gas pressure [102]. There are also computer codes for self-consistent
modelling of the relevant processes affecting the SCC [103, 104]. With other beam
transport programs a typical solution is to scale the beam current locally with the
SCC factor estimated by the user.

4.5 Computational methods

As mentioned already, modelling and analysis of ion source plasma, beam extraction
and transport systems is so complicated that most of the work is done using special-
ized computer codes capable of simulating the relevant physical processes. For this
purpose there are a vast number of codes, all with somewhat different capabilities and
methods. Many of the codes are, or have been, developed in academic institutions for
research purposes, but there are also commercial codes available. These codes can be
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categorized into three groups: (1) codes including modelling of the creation and de-
struction of charged particle in plasma, (2) trajectory codes without plasma modelling
capabilities and (3) codes with a simplified plasma model for simulating the particle
extraction. The code developed in this work belongs in the third group.

4.5.1 Plasma codes

The plasma codes for ion sources are generally based on modelling the dynamics of
particles using so-called particle in cell (PIC), fluid or hybrid models [105]. The PIC
algorithm is based on tracking an ensemble of charged particles using fundamental
equations in a system where the particle-particle forces are not calculated explicitly,
but the electric (and possibly magnetic) field generated collectively by the particles
inside a computational cell affects other particles [106]. The fluid model is based
on solving equations governing macroscopic quantities such as densities and fluxes
of particles in a discretized system. Hybrid codes combine these two methods, for
example by using fluid description for neutrals and PIC for charged particles. The
evolution of the system from the starting conditions is done by time stepping until a
quasi-steady-state situation is reached. These codes often use Monte Carlo methods for
modelling the particle collisional processes, including the generation and destruction of
different particle species and excited states in plasma volume and on surfaces. Some of
the codes model generation of electrons from hot filaments [107] or electron heating by
RF from first principles [108] and some simulations are driven by a plasma boundary
conditions with user-given properties [109]. The codes are capable of predicting plasma
processes leading to extraction of ions with reasonable accuracy without making too
many assumptions on the plasma processes. The running times of these codes in 3D are
generally measured in days or weeks on high-performance parallel computers, which
can be prohibitive for some work, for example optimization of extraction systems. The
codes are also often customized for a specific problem and are therefore not easily
adapted for modelling other systems. Recently the most impressive modelling efforts
with this type of codes have been made for understanding and optimization of negative
ion sources for fusion neutral beam heating systems [110, 111, 112]. Unfortunately
these codes are still far from being tools which could be used for developing ions
sources and extraction systems.

4.5.2 Trajectory codes

The so-called trajectory codes have a capability of tracking the particle trajectories
from their starting points through the beam transport line. For transport lines con-
sisting of standard ion optical elements, there is a class of codes using transfer matrix
formalism, which describe the effect of ion optical elements (and drifts between them)
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on trajectories using transfer matrices [92, 113]. For systems consisting of arbitrary
electric and magnetic fields, i.e. extraction systems, the fields have to be calculated
from the electrode and magnet geometries using field solvers. For this type of prob-
lems there are a lot of commercial codes, including SimIon [114], Cobham Vector

Fields [115], and Integrated Engineering Software Lorentz [116], to name a few.
Most of this type of codes have the capability of tracking particles through the fields by
integrating the Lorentz force. Some of them also have models for taking into account
beam generated electrostatic and magnetic forces.

4.5.3 Plasma extraction codes

The plasma extraction codes or gun-type codes are very much like the trajectory
codes described above, but these also include capabilities for starting beams from
the space charge compensated plasma and modelling the propagation of the beams to
unneutralized extraction region. This is done by depositing the beam space charge on a
simulation grid and using analytical models for the plasma space charge compensation
for fast but sufficiently accurate modelling of the plasma sheath effects. The method
also leads to a high quality modelling capability of beam space charge effects.

The plasma extraction codes have a long history starting from the pioneering work
by S. A. Self and J. H. Whealton in the sixties and seventies [117, 118, 119]. More
recent codes being used for modelling extraction systems include PbGuns [120] and
IGun [121], which are both capable of modelling two-dimensional and cylindrically
symmetric positive and negative ion plasma extraction systems, and Kobra-INP

[122], which is a three-dimensional code for positive ion plasma extraction. When the
author started working in the field in 2004, there were no codes available for mod-
elling negative ion plasma extraction in three dimensions, which is required in many
cases due to the effects of magnetic filter and the electron dump field on the beam
even if the extraction is otherwise cylindrically symmetric. In many cases modelling
of such extraction systems had been done using a combination of cylindrically sym-
metric simulations for modelling ion beam plasma extraction and three dimensional
simulations for the effects of the magnetic fields, but coupling simulations like this
in the extraction area is always difficult and induces errors in modelling. The lack of
tools needed for modelling such systems has led to the development of the plasma
extraction code IBSimu, which is presented in detail in the following chapter.
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Developed computational tools

A three-dimensional electrostatic code for simulating extraction of electrons and pos-
itive and negative ion beams from plasmas has been developed with a capability of
also modelling systems with lower dimensionality. An overall description of the code
is given in this chapter with detailed description of the main numerical methods used.
The code has been published as IBSimu — Ion Beam Simulator, under the GNU Gen-
eral Public License (GPL) and made publicly available for the community [7, 123].

The simulation code is not distributed as a pre-compiled binary as most commer-
cial software. It is made as a C++ computer library, which contains the modules
(or classes) capable of performing the computational work. The simulations are done
by user-made programs utilizing the computational methods through a programming
interface of the library. This choice makes the code very versatile, which enables a
wide range of problem types to be solved. The built-in modules can be replaced if
customization is required and the modules can be integrated into other codes. The
programming interface also enables easy batch processing and automation of simula-
tions for systematic studies. The code also contains an interactive easy-to-use graphical
user interface for plotting geometries, fields and particle trajectories.

5.1 General description

The time-independent plasma extraction systems can be modelled with Poisson equa-
tion

∇2φ = − ρ

ǫ0
(5.1)

describing the relation between the electric potential and the space charge and time-
independent Vlasov equation

~v · ∇f − q

m

(

~E + ~v × ~B
)

· ∂f
∂~v

= 0 (5.2)
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describing the behavior of the particle distribution f(~r,~v) in the electric field ~E = ∇φ

and independent magnetic field ~B. The space charge density in (5.1) is given by

ρ = q

∫

f d~v + ρpl(φ), (5.3)

where ρpl(φ) is the space charge density from the plasma model, which is a non-linear
function of the potential as described in the next section 5.2. The solution of the
coupled system (5.1)–(5.3) is sought in a bound geometry with sufficient boundary
conditions to make the problem well-defined.

Many of the plasma extraction problems require three-dimensional modelling as is
the case with all of the negative ion extraction systems discussed in this thesis. Still,
there are a large number of ion optics problems, which can be modelled by taking
advantage of the system symmetry and, therefore, lowering the dimensionality of the
problem. Two types of such systems are often encountered: slit beam systems and
cylindrically symmetric systems. Cylindrically symmetric systems can be modelled in
the cylindrical coordinates (z, r, θ), where the system has no variation as a function
of θ making it effectively two-dimensional. Slit beam systems are modelled assuming
that the slit length is infinite and it is sufficient to model the system in two dimensions
(x, y). In practice this is a good approximation in the center of a slit beam (z = 0) in
systems with beam length-to-width ratio of 10 or higher. Because the requirements for
computational resources are much less demanding for the two-dimensional problems
even many of the systems requiring three-dimensional modelling are initially designed
with some approximations using two-dimensional modelling. This allows the designer
to make tens of simulations optimizing the system in the same time that would be
spent making only one simulation in 3D. To enable this type of design workflow
the simulation code was made with capability of simulating 2D and cylindrically
symmetric systems in addition to 3D. This chapter mainly concentrates on the 3D
modelling, while the 2D specific formulation is presented in appendix C.

To solve the problem (5.1)–(5.3) with computational methods, the fields including
φ, ρ and ~E are represented in the calculation domain using a grid of computation
points. The solution of the resulting discrete problem is sought with an iterative
process sometimes called the Vlasov-Poisson iteration (see figure 5.1 for a flow chart
describing simulation code, including the iteration cycle). The easiest way to start
the iterative process is by providing an initial guess for the electric potential φ by
solving the Laplacian ∇2φ = 0 in the geometry and assuming that the potential
inside the assumed plasma region is the plasma potential φP in the case of positive
ion plasma extraction and 0 in the case of negative ion plasma extraction problems.
For positive ion extraction there exists analytical methods for estimating the plasma
sheath location [124], but with negative ion extraction the user has to manually enter
the initial location. With good enough starting point a convergent iteration is achieved.
If no plasma exists in the simulation (a beam transport problem for example), the
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Figure 5.1: General flow chart of the simulations.
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Laplacian is solved without the fixed potential plasma volume to provide a starting
point for the iteration. The resulting φ will then be used to calculate the electric field,
which is used to calculate the particle trajectories starting from the plasma (or any
other defined starting point). The continuity equation (5.2) is not used to calculate
the particle dynamics even though it was used to introduce the problem and it gives
the name to the iterative method. A more practical method known as ray-tracing is
employed, which integrates the equations of motion of the particles in the calculated
~E and imported ~B-fields. Next the space charge density ρrt is calculated on the grid
based on the ray-traced trajectories. This space charge density is then used together
with the analytic space charge density from the plasma model φpl(φ) in the non-linear
Poisson equation to provide the electric potential φ for the next iteration round. Quite
often in the iterative process, the change in φ overshoots preventing convergence. This
can be avoided by damping the correction step taken at each iteration round. In this
work this is done by performing under-relaxation on the space charge density from ray-
tracing. After achieving convergence the simulation data is saved and/or diagnostics
is made before stopping the calculation. Different parts of the simulation code are
discussed in greater detail in the following sections.

5.2 Plasma models

In the case of ion plasma extraction, the beam formation is dependent on complicated
interactions of plasma particles, geometry and electric and magnetic fields. In this
work modelling of the beam formation is restricted to the sheath region, into which
the extracted particles arrive with an initial velocity due to acceleration in the pre-
sheath and where the charge density of the compensating charges is assumed to be
dependent only on the potential.

5.2.1 Positive ion plasma extraction model

The standard non-collisional model for the positive ion plasma sheath was presented
in section 2.4.1. The same equations are used in the case of extraction modelling,
but in higher dimensions as the particle dynamics of the system is highly dependent
on the boundary conditions (geometry), which do not exist in the one dimensional
system (see figure 5.2). The compensating electron charge density in plasma modelling
is given by

ρe = ρe0 exp

(

e(φ− φP )

kTe

)

, (5.4)

which is a function of the potential. The electron density is equal to the ion density
at plasma potential (or more exactly the potential at the sheath edge) and decays
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exponentially towards the extraction. Far enough in the extraction, the compensation
becomes (essentially) zero. The ray-traced positive ions are injected to the simulation
on the boundary of the computational domain, which is assumed to be the sheath-
presheath boundary (at φP ) with velocity not less than the Bohm velocity vB to
achieve convergence.

bulk

plasma

thermal

electrons

positive

ions

z

P

Figure 5.2: Schematic presentation of the positive ion extraction model with thermal
electrons populating the bulk plasma and positive ions accelerated by the extraction
field through the plasma sheath.

5.2.2 Negative ion plasma extraction model

The negative ion plasma extraction model used in this work is implemented accord-
ing to the guidelines of references [125] and [126]. The bulk plasma is assumed to
have a positive plasma potential φP and it is separated from the plasma electrode
at φ = φwall = 0 V by a plasma sheath. It is assumed that the extractable negative
ions, which are either volume or surface produced, are born close to the wall potential
and are extracted from a uniform plasma. These charges together with the plasma
electrons form a potential well and counteract the formation of a saddle point. The
saddle shaped potential distribution would form at the plasma electrode aperture be-
tween positive bulk plasma and extraction regions without excess of negative charges.
According to reference [125], the non-existence of the saddle point is supported by the
observed low beam emittances from H− ion sources, while most more refined plasma
simulations [110, 111] show saddle shaped potentials. In the plasma model described
here, the potential deviates from zero going into the bulk plasma due to the plasma
potential and towards the extraction due to the acceleration voltage. This potential
structure causes positive ions from the bulk plasma to be accelerated towards the
extraction, having energy eφP at the zero potential. These ions propagate until they
are reflected back to the plasma by the increasing potential in the extraction. The
potential well acts as a trap for thermal positive ions. The negative ions and electrons
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are accelerated from the wall potential towards the bulk plasma and more importantly
towards the extraction. Schematic view of the negative ion extraction model is shown
in figure 5.3. [8]

Figure 5.3: Schematic presentation of negative ion plasma extraction model with fast
positive ions flowing from bulk plasma towards the extraction, thermal positive ions
populating the potential well at the plasma electrode potential and negative charged
particles accelerated by the extraction field.

The negative ion plasma sheath from the zero potential towards the extraction, which
is the region included in the simulation, can be described by the Poisson equation,
where total charge density ρ = ρneg + ρf + ρth. Here ρneg is the space charge density
of negative ray-traced particles, ρf is the space charge of fast positive ions and ρth is
the space charge of trapped positive thermal ions. The model allows several negative
ion species to be extracted from the ion source and also many positive ion species to
be used as compensating plasma particles. Each of the thermal ion species is assumed
to have a separate Maxwellian velocity distribution with the associated space charge
distribution

ρth = ρth0 exp

(−eφ

kTp

)

, (5.5)

where ρth0 is the space charge density of the thermal ion species at the wall potential
and Tp is the corresponding thermal positive ion temperature. In all cases presented
in this work only one thermal species has been defined. Therefore it is sufficient to
use only one symbol Tp. This is done because in most cases no information about the
temperatures of different positive ion species is available.

The fast ions are decelerated and turned back to plasma by the extraction voltage.
The space charge distribution of the fast ions is assumed to be given by

ρf = ρf0

(

1− erf

(

φ

φp

))

, (5.6)

where ρf0 is the space charge density of fast ions at the wall potential. In the original
work [126] the fast ion space charge ρf has a linear dependence on potential. That for-
mulation was changed to the one presented here to achieve continuous differentiability
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required by the numerical methods, while preserving the main trend of the original
function. The slight change in the decay of ρf0 is not expected to cause significant
deviation in the results. The quasi-neutrality of the plasma requires ρ = 0 at φ = 0 V
resulting in ρneg0 + ρf0 + ρth0 = 0, where ρneg0 is the total negative beam space charge
density at the definition plane, which is typically the boundary of the computational
domain, which is at zero potential. The beam space charge density at the definition
plane

ρneg0 =
∑

j

Jj
v0,j

, (5.7)

where Jj is the current density and v0,j =
√

2E0,j/mj is the initial drift velocity of the
extracted species j. For a typical case where negative ions and electrons are extracted
the ion current density JH− is defined explicitly and the electron current density
Je− = ReiJH− is defined using electron to ion beam current ratio Rei. The initial
drift energies for both species are defined equally as E0. The relative densities of the
compensating distributions in the plasma are defined by the ratio of fast compensating
positive ions to total negative charge density

Rf =
ρf0

ρneg0

. (5.8)

The negative ions and electrons are ray-traced from the definition plane along artificial
straight trajectories until they are accelerated by electric field at the self-consistently
calculated plasma sheath. In reality the plasma particles are collisional and obey
the magnetic field, which in typical negative ion sources is quite significant at the
extraction aperture, especially for the electrons. The real particle dynamics is difficult
to model in this type of code and therefore the magnetic field is suppressed inside
the plasma to provide an even flux of particles to the sheath. The magnetic field
suppression is cancelled after the extracted particles have propagated to potential
higher than some threshold value φBsup. In most cases the threshold value should be
around 1–20 V as this corresponds to the energy range where collisional properties
become negligible and particles start (mostly) following paths defined by Lorentz
force. The physically correct threshold value is hard to estimate accurately, but it is
not relevant in this context because the ion optics has been observed not to be very
sensitive to the threshold value in most cases.

According to the simplified modelling of the electrons in the sheath region the current
density of the extracted electron beam in the simulation model is directly propor-
tional to the space charge density of the electrons in the proximity of the sheath with
J = ρ/v. In reality the magnetic field plays a role in the extraction process by con-
fining part of the electrons inside the plasma, which would be extracted without the
magnetic field. Because of this the electron space charge density in the plasma sheath
region is too low for a given extracted electron beam current density in the model. To
compensate for this deficiency of the model a simple semi-empirical correction factor

65



Chapter 5. Developed computational tools

has been included in the model: the electron space charge density in the plasma sheath
region is corrected by multiplying it with the electron density coefficient Rec. This cor-
rection is applied in a region, where the potential is less than the threshold value φec

similarly to the magnetic field suppression described above. In this work φec = 2φp

has been used as the threshold. The greatest challenge with the Rec parameter is that
its prediction is almost impossible without making systematic measurements of the
beam formation as its value depends on the magnetic field distribution, geometry,
neutral pressure, etc. at the sheath region.

All the input parameters of the negative ion plasma extraction model are listed in
appendix B for reference purposes together with other computational parameters of
the IBSimu code.

5.3 Discretization of electrostatics problem

The partial differential equations, which arise from electromagnetics require some kind
of discretization to be solvable by numerical methods in arbitrary geometries. Several
methods have been developed for formulating such systems. The most used ones in
electromagnetics are finite difference method (FDM) [127], finite element method
(FEM) [128], boundary element method (BEM) [129], and their variants. The most
straightforward method is the standard FDM, where the solution domain is divided
into a regular grid of points, in which the fields are bound by differential equations
in discrete form. This method has been used in this work and is therefore discussed
below in greater detail.

In FEM the calculation domain is usually partitioned with a polyhedral mesh con-
forming to the geometry. Continuous field interpolation functions are used inside the
mesh elements and the discrete formulation is constructed by using the integral form
of the governing equations. Superior solution accuracy is available from FEM formu-
lation compared to FDM, but there are disadvantages: The finite element formulation
is more complex, the generation of high-quality polyhedral meshes in three dimen-
sions is very difficult and the random access evaluation of electric field needed for
particle trajectory calculation is slow compared to FDM, where a regular grid is used.
In practice if FEM was used for making extraction simulations an external computer
library would be needed for mesh generation because constructing a robust meshing
tool can take years and is worth a Ph.D. thesis on its own [130, 131]. Unfortunately
no adequate freely available computer libraries were available for this task at the time
when development of the extraction code was initiated, which was the main reason
for choosing FDM instead of FEM.

The boundary element method formulates the problem as an equivalent source prob-
lem. In case of electrostatics, this means that the distribution of charge on electrode
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surfaces is sought, which satisfies the fundamental boundary conditions, i.e. no electric
field inside conductors. Therefore BEM does not need discretization of the volume —
only surface meshing is needed. The BEM provides the highest field accuracy of the
methods presented here but the evaluation of electric field is very slow because the
field at any location is dependent on all the charges in the computation.

Comparisons of programs using these methods for electrostatic charged particle prob-
lems have been made [132], but these results should not be used as an indication of
the efficiency or accuracy of the fundamental methods in general because the imple-
mentations used in the programs and the selection of problems may have an effect on
the results. For example the poor accuracy of the FDM in the comparison is mainly
due to the crude surface approximation used in the SimIon code. Also the efficiency
of BEM is over-estimated in the low-particle-count problems selected for the study.

5.3.1 Computation domain

In this work, the three-dimensional computation domain is defined as a Cartesian grid
with regular step size h. The grid is defined by planes

xi = xmin + h · i (5.9)
yj = ymin + h · j (5.10)
zk = zmin + h · k, (5.11)

where i = 0, . . . , I − 1, j = 0, . . . , J − 1 and k = 0, . . . , K − 1. The grid planes divide
the computation domain into grid cells

Ci,j,k = {(x, y, z) | x ∈ [xi, xi+1], y ∈ [yj , yj+1], z ∈ [zk, zk+1]} (5.12)

and define the computation nodes

(xi, yj , zk) = (xmin + h · i, ymin + h · j, zmin + h · k), (5.13)

at which the space charge density and electric potential fields are defined. The same
node indices are used also for the field values at the node locations to simplify the
notation, for example φi,j,k = φ(xi, yj , zk). The computation domain spans from xmin

to xmax = xmin + h(I − 1) in x-direction, from ymin to ymax = ymin + h(J − 1) in
y-direction and from zmin to zmax = zmin + h(K − 1) in z-direction. The computation
domain may have electrodes or solids in it, where the electrostatic potential has a
constant, predefined value. The potential outside the solids is defined by the boundary
conditions on the solid surfaces and the boundary of the computation domain (planes
x = xmin, x = xmax, . . . , z = zmax) and has to be solved using the Poisson equation.
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In 2D the computation grid is defined equally in (x, y) coordinates just by omitting the
z-dimension. An example of a 2D grid is shown in figure 5.4. Cylindrically symmetric
systems are discretized into computation nodes

(zi, rj) = (zmin + h · i, h · j), (5.14)

which gives the first j = 0 line of nodes on the symmetry axis.

node

cell

plane/line electrode/

solid

xmin xmax

ymin

ymax

Figure 5.4: Two-dimensional computation grid with examples of node, cell and grid
line identified and part of the geometry covered by a solid.

5.3.2 Finite difference formulation of Poisson equation

In FDM the derivatives in the governing differential equations are replaced by finite
differences using field values at node locations. The finite difference formulas used can
be derived using Taylor’s theorem, which states that a sufficiently smooth function
f(x) can be approximated close to x0 with a polynomial

f(x0 + h) = f(x0) +
f ′(x0)

1!
h+

f ′′(x0)

2!
h2 + · · ·+ f (n)(x0)

n!
hn +Rn(x0 + h), (5.15)

where Rn(x0 + h) is a remainder term. It can be shown that there exists a number
ξ ∈ [x0, x0 + h] such that the remainder

Rn(x0 + h) =
f (n+1)(ξ)

(n+ 1)!
hn+1. (5.16)

The second derivative of function for example is derived by using Taylor’s theorem at
x0 + h and x0 − h with third order precision:

f(x0 + h) = f(x0) +
f ′(x0)

1!
h+

f ′′(x0)

2!
h2 +

f ′′′(x0)

3!
h3 +R3(x0 + h) (5.17)

f(x0 − h) = f(x0)−
f ′(x0)

1!
h+

f ′′(x0)

2!
h2 − f ′′′(x0)

3!
h3 +R3(x0 − h). (5.18)
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The first and third derivatives cancel when summing the equations and therefore

f ′′(x0) =
f(x0 − h)− 2f(x0) + f(x0 + h)

h2
+O(h2). (5.19)

where (R3(x0+h)+R3(x0−h))/h2 has been replaced with O(h2) describing the error
term in big-O notation. Similarly other derivatives can be derived from the Taylor
polynomial.

The three-dimensional Poisson equation in Cartesian coordinates

∇2φ =
∂2φ

∂x2
+

∂2φ

∂y2
+

∂2φ

∂z2
= − ρ

ǫ0
(5.20)

becomes

φi−1,j,k + φi+1,j,k + φi,j−1,k + φi,j+1,k + φi,j,k−1 + φi,j,k+1 − 6φi,j,k = −h2ρi,j,k
ǫ0

(5.21)

by approximating the derivatives with finite difference formula (5.19). The Poisson
equation therefore gives a dependency of the potential on the node from its six nearest
neighbors and from the space charge density at the node itself. This is the simplest
and most common formulation for the Poisson equation in a regular grid. It is also
possible to use higher order approximations for the second derivative, but this was
not done in this work due to added complexity of the algorithm and because it is
argued that the increase in accuracy is not worth the additional computation time in
this case.

Due to the finite size of the computation domain, there are boundary nodes which
need restraints for the problem to be well posed. The simplest restraint is known as
the Dirichlet boundary condition, which specifies the potential

φ(x, y, z) = fD(x, y, z) (5.22)

on the boundary. Another boundary condition commonly used in electrostatics is
the Neumann boundary condition, which specifies the derivative of the potential with
respect to the boundary normal pointing away from the solid

∂φ

∂~n
(x, y, z) = fN(x, y, z) (5.23)

on the boundary. Other boundary conditions exist but are seldom used in electrostat-
ics. The finite difference formulation for the Dirichlet boundary condition is simply
the value of the boundary potential at the node location φi,j,k = fD,i,j,k. The Neumann
boundary condition is discretized by replacing the derivative with the central finite
difference, for example

∂φ

∂x
(xi, yj , zk) =

φi+1,j,k − φi−1,j,k

2h
+O(h2) (5.24)
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for the xmin boundary if the simplest central difference formula for derivative is used.
This can be combined with the discretized Poisson equation at (i, j, k) to eliminate
the references outside the grid. Thus, the Neumann boundary condition becomes

2φi+1,j,k + φi,j−1,k + φi,j+1,k + φi,j,k−1 + φi,j,k+1 − 6φi,j,k = −h2ρi,j,k
ǫ0

+ 2hfN,i,j,k (5.25)

and similarly for other boundaries.

The discrete Poisson equation (5.21) could be used together with the boundary con-
ditions described above on the computation domain boundaries and the nodes inside
the solids having fixed potential values. This kind of solution is the simplest Dirichlet
boundary condition for arbitrarily shaped solids and gives a low-quality estimate of
the potential close to the solid surfaces due to the difference of the location of the solid
surface and the nodes inside the solid, closest to the surface, which are representing
the surface in the calculation. See figure 5.5a for an example. A better approximation
can be achieved by using a formulation of the Poisson equation, that takes into ac-
count the distance of the surface at the nodes neighboring the solids, a.k.a near-solid
nodes.

The finite difference formula for the second derivative with uneven spacing can be
derived by using Taylor’s theorem at x0 − αh and x0 + βh, where 0 < α, β ≤ 1:

f(x0 − αh) = f(x0)−
f ′(x0)

1!
αh+

f ′′(x0)

2!
(αh)2 − f ′′′(x0)

3!
(αh)3 + · · · (5.26)

f(x0 + βh) = f(x0) +
f ′(x0)

1!
βh+

f ′′(x0)

2!
(βh)2 +

f ′′′(x0)

3!
(βh)3 + · · · . (5.27)

By multiplying the first equation by β and second by α and adding together, the first
derivatives cancel and the second derivative becomes

f ′′(x0) =
βf(x0 + αh)− (α + β)f(x0) + αf(x0 + βh)

1
2
(α + β)αβh2

+O(h). (5.28)

The third derivative terms do not cancel, which makes this finite difference formula
only O(h) approximation for the second derivative. Using this formula for approxi-
mating the second derivative in the Poisson equation at the near-solid nodes, where
αh and βh are the distances to the neighboring nodes or surfaces, a much better
surface approximation is achieved compared to the case of standard finite difference
discretization of Poisson. A comparison of potential distributions acquired with these
two methods is shown in figure 5.5.

The use of the Poisson with uneven spacing is not the only solution for better potential
distribution close to surfaces. Another possibility is the use of virtual potential on the
nodes inside the solid to adjust the interpolated potential on the surface location. In
one dimension, the potential of the node inside the solid φi is given by

φelectrode = αφi + (1− α)φi+1, (5.29)
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a) b)

Figure 5.5: Distribution of potential (represented by green equipotential lines) around
the circular central solid in a coaxial electrode system calculated with a) the simple
Dirichlet boundary condition fixing the potential of the nodes inside the solid and b)
Poisson equation taking in account the node distance from the surface at the near-
solid nodes. The center of the coaxial system is intentionally chosen not to coincide
with the grid. The surface of the intended central solid is drawn as a black circle.

where φelectrode is the potential of the electrode, φi+1 is the potential of the node outside
the solid, and αh is the distance of the node from the surface. This formulation gives
similar results to (5.28) in one dimension, but difficulties arise in higher dimensions.
Because the adjustment of the potential of the inside node is dependent on the distance
and the potential of the outside node, the dependence can only be fulfilled for one pair
of nodes. In 2D and 3D geometries the inside node may have closest neighbours in
several directions. Therefore only a partial improvement may be achieved compared
to what can be done with the use of eq. (5.28). It is also possible to construct finite
difference formulas for completely irregular grids, which would enable high quality
potential distribution close to the surfaces if the grid is made conformal as is done in
reference [133] for example, but such formulation would not have the advantages of
the structured grid and as with FEM the grid generation becomes an issue.

5.3.3 Geometry definition

The geometry definition in the developed code is based on an interface for querying
inclusion of arbitrary points. First, inclusion is tested at each grid node to classify
the node either as a solid node or vacuum node. Then at the near-solid nodes the
distance of the solid surface is found with bisection algorithm. A triangulated surface
representation of the solids is built based on this data using the marching cubes
algorithm [134, 135] for particle collision detection and visualisation purposes. This
geometry data is stored as it is needed by the field solver and other parts of the code.

The code presently contains three different implementations for representing geometric
solids. The most simple one is based on use of user defined C-functions, which provide

71



Chapter 5. Developed computational tools

the inclusion information. Typically mathematical formulation is used in the functions
to define the solids. Then there are two implementations, which are based on CAD
file formats. One uses 2D DXF files, which can be extruded or rotated to make 3D
solids and the other uses stereo lithography (STL) CAD files for three-dimensional
geometries. The 3D inclusion algorithm is from reference [136].

5.4 Field solver

The computation domain consists of I × J × K nodes. Some of these, for example
the Dirichlet nodes, have a constant, prescribed potential. The potential in the re-
maining Ndof nodes is dependent on other nodes through the finite difference formulas
(e.g. (5.21) and (5.25)) and therefore have to be solved together as a system of Ndof

equations, where Ndof is the number of the degrees of freedom. In the linear cases (no-
plasma problems and Laplace solution for initial potential guess in plasma problems)
the Ndof equations can be arranged as a matrix equation

Aφ = b, (5.30)

where A is the problem matrix and b is the right-hand-side vector. For a small 1D
Poisson problem for example with Neumann boundary condition on the i = 0 bound-
ary and Dirichlet boundary condition on the i = 6 boundary, the matrix equation
becomes
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. (5.31)

In the case of plasma modelling, where the space charge density at each node is a
sum of space charge from the particle ray tracing ρrt and the space charge of the
compensating plasma particles ρpl(φ), which is a non-linear function of potential. In
these cases the problem has to be formulated differently. Typically non-linear systems
of equations are written as

F (φ) = 0, (5.32)

where F is a vector of functions. For a vacuum node in a 1D system, for example,

Fi(φ) = φi−1 − 2φi + φi+1 +
h2

ǫ0

(

ρrt + ρpl(φi)
)

= 0. (5.33)

For typical 3D extraction systems, the Ndof is between 105 and 108, which places
limits on the applicable methods, which can be used for solving the electric potential.
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Also many of the solution methods have limitations on what type of problem matrices
they can work on. Therefore it is relevant to point out certain characteristics of the
matrix. First, the problem matrix resulting from the formulation used here is not
symmetric (and therefore not symmetric positive definite) due to the edge smoothing
and Neumann boundaries, i.e. (5.28) and (5.25). Secondly, the matrix A is diagonally
dominant, which means that

|Aii| ≥
∑

j 6=i

|Aij|. (5.34)

These characteristics have been used to select the applicable solution methods for
the problem. Because no information was available on the efficiency of the different
solution methods for this type of problem, some research was necessary in form of
testing different solvers. The following sections introduce the methods, which have
been implemented for solving the potential.

5.4.1 Jacobi, Gauss-Seidel and successive over-relaxation

The simplest method for solving the linear Poisson equation is the Jacobi method in
which the potential of each node i is iteratively updated according to the equation i
from (5.30):

φk
i = (bi −

∑

j 6=i

Aij φ
k−1
j )/Aii, (5.35)

where iteration round is indicated with index k. The nodes are sequentially updated, or
relaxed from node 0 to Ndof until convergence is reached. In this method the potentials
for iteration round k depend only on the potentials from the previous round. There-
fore both φk and φk−1 need to be stored simultaneously. The Gauss-Seidel method is
similar, but it uses the updated potential values as soon as they are available

φk
i = (bi −

∑

j<i

Aij φ
k
j −

∑

j>i

Aij φ
k−1
j )/Aii (5.36)

and therefore there is no need for additional storage. The Gauss-Seidel also converges
faster than Jacobi method with standard (sequential) ordering of nodes. The successive
over-relaxation or SOR method applies extrapolation to the Gauss-Seidel method to
accelerate convergence. This extrapolation uses the previous potential value φk−1

i and
the newly computed potential φ̄k

i from (5.36) and sets the node potential

φk
i = ωφ̄k

i + (1− ω)φk−1
o , (5.37)

where ω is the relaxation factor, between 0 and 2. The values ω > 1 result in over-
relaxation (acceleration) and values ω < 1 in under-relaxation (damping). The case
ω = 1 is the Gauss-Seidel method. With ω ≤ 0 and ω ≥ 2 the method generally
fails to converge. The relaxation factor used is typically chosen experimentally for the
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type of problem as no general methods exist for computing the optimal factor. In the
formulation used in this work it has been found that the optimal ω gets closer to 2 as
the problem discretization becomes finer. [137, 138]

These methods are known as stationary iterative methods, as the solution φ is a sta-
tionary (or fixed) point of the iteration function g: g(φ) = φ. The stationary methods
generally converge for symmetric positive definite or diagonally dominant matrices.
The formulation used is therefore convergent. The solid smoothing algorithm based
on equation (5.29) does not generally fulfill either of the convergence criterion and
convergence problems were experienced in some cases when this smoothing method
was tried.

The nonlinear case can be solved similarly, by reformulating the equations (5.32) in
the fixed-point form. The most common formulation is the Newton-Raphson method,
which for a 1D problem is xn+1 = xn−g(xn)/g

′(xn). Here the Newton-Raphson method
is applied for one node at time and the fixed-point iteration formula for (5.33) becomes

φi = φi +

(

φi−1 − 2φi + φi+1 + h2ρrt + ρpl(φi)

ǫ0

)

/

(

2− h2

ǫ0

∂ρpl

∂φ
(φi)

)

. (5.38)

The global iteration is still made as in Gauss-Seidel, by sequentially updating the
nodes. The convergence criterion given above does not hold for this system of coupled
one-dimensional non-linear iterations. Generally for the Newton-Raphson it is said
that the iteration converges if the initial guess is sufficiently close to the solution.
This seems to hold in this case and care must be taken to give a sufficiently good
initial guess. A thorough analysis of the convergence of such systems is given, for
example, in [139].

In this work the stationary solver methods are implemented as highly integrated
module in the solver code. The matrix form of the problem as shown in eq. (5.31)
is never constructed, but the solution is done using the iterative formulae above and
the information of the computation domain and geometry. This keeps the memory
consumption of the methods low. The problem with the stationary methods is that,
in general, they are not very fast to converge.

5.4.2 Direct matrix solvers

The linear matrix problem can also be solved using a direct, non-iterative approach.
The most commonly used such approach for asymmetric systems is the LU factoriza-
tion, where the matrix is factored as a product of lower and upper triangular matrices.
The main difficulty in this approach is the large amount of added non-zero elements
or fill-in in the LU matrix compared to A, which leads to high memory consumption
and long computation times. The amount of fill-in elements is usually minimized by
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these solvers by permutation of A. These solvers are very fast as long as the factorized
matrix fits in the computer memory. Unfortunately this is not the case in most 3D
simulations. For 2D systems the amount of fill-in is lower due to lower number of
connections per node and therefore the direct approach is often applicable.

A direct LU factorization solver UMFPACK [140] has been integrated in the simu-
lation code. The electrostatics problem is first formulated as right-hand-side vector
and sparse matrix of coefficients in the Compressed Column Storage (CCS) form,
where only the non-zero elements of the matrix are stored. The matrix form problem
is solved by an external computer library. The nonlinear case, eq. (5.32), is solved us-
ing globally convergent N-dimensional Newton-Raphson iteration, where the proposed
potential step ∆φ is solved with UMFPACK from the linear problem

J(φk−1)∆φ = −F (φk−1), (5.39)

where the Jacobian matrix J consists of elements Jij = ∂Fi/∂φj. The potential in the
iteration is updated with

φk = φk−1 + α∆φ, (5.40)

where α ≤ 1 is chosen such that norm of the new residual ||F (φk)|| is smaller than
the previous ||F (φk−1)||. This modification of the regular Newton-Raphson iteration
avoids the overshoot, which causes convergence problems due to the exponential form
of ρpl.

5.4.3 Preconditioned biconjugate gradient stabilized method

Another family of iterative methods is the nonstationary methods, which differ from
stationary methods in that the computations involve variables, that change at each it-
eration. Of these methods, the preconditioned biconjugate gradient stabilized method
(BiCGSTAB) [141] is one of the most robust and efficient solvers for nonsymmet-
ric linear problems. The BiCGSTAB method, like all conjugate gradient methods, is
based only on basic vector and matrix algebra operations. The BiCGSTAB method
has been implemented in this work from [138]. The BiCGSTAB solves the problem in
Compressed Row Storage (CRS) sparse matrix form.

The convergence rate of the nonstationary methods depend heavily on the spectral
properties of the matrix. Therefore it is often beneficial to transform the linear system
into a system with more favorable properties. The preconditioner matrix M , which
approximates the coefficient matrix A can be used to transform the system to

M−1Aφ = M−1b, (5.41)

which has the same solution as the original system, but the spectral properties of
M−1A are often better. The use of preconditioner matrix is computationally efficient
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if calculation of M−1 is easy. Typical preconditioner matrices include diagonal matrix,
where M consists of the diagonal of A and has zero elements off-diagonal. Another
category of preconditioners are the incomplete factorizations. These are for exam-
ple incomplete LU factorizations, where the standard LU factorization is somehow
altered to limit the number of non-zeros in the matrix M . Two such methods were
implemented in this work: ILU(0) and ILU(1) factorizations, which are constructed
like regular LU-factorization, but in ILU(0) the sparsity pattern of M is limited to
the pattern of A and in ILU(1) only the first level fill-in is allowed in M (non-zero
elements produced by direct products of non-zero elements from matrix A). Choos-
ing a preconditioner to use with a conjugate gradient method is an important part
of the optimization: While the computational complexity of preparing the precondi-
tioner becomes higher and the memory consumption increases with more accurate
preconditioner matrices, the number of BiCGSTAB iterations needed for convergence
decreases. The optimal preconditioner can be found experimentally. Results for test-
ing of different preconditioners by solving spherical capacitor problem is presented in
table 5.1. Due to the small speed advantage and higher memory consumption, the
ILU(0) is chosen as the standard preconditioner for BiCGSTAB in this work.

Table 5.1: The iteration count, CPU time use and memory consumption for
BiCGSTAB solver using no preconditioner, diagonal, ILU(0) and ILU(1) precondition-
ers when solving spherical capacitor problem with 105, 106 or 107 degrees-of-freedom
until relative error norm is less than 10−4. The timing includes the construction of the
preconditioner matrix.

Ndof 10
5

10
6

10
7

Precond. Iter Time Mem. Iter Time Mem. Iter Time Mem.

(s) (MB) (s) (MB) (s) (MB)

– 439 1.51 30 1733 59.3 250 4170 1568.28 2404

Diag 74 0.29 31 174 6.30 258 365 160.19 2467

ILU(0) 26 0.20 39 59 4.15 337 121 105.78 3256

ILU(1) 23 0.22 46 41 3.57 407 83 92.23 3941

The BiCGSTAB method can also be used to solve nonlinear problems using N-
dimensional Newton-Raphson iteration identically to what was described for the
UMFPACK solver above.

5.4.4 Multigrid method

The stationary iterative methods have different convergence rates for long wave-
length and short wavelength components. The relaxation smooths out the short wave-
length errors quickly, but the global convergence of the problem is slow. The multi-
grid (MG) method uses stationary methods to smoothen the error and a hierar-
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chy of discretization levels to make corrections in the finest level problem by solv-
ing coarser problems [142]. In this work the MG method has been implemented
for solving the linear Poisson according to the following scheme: A hierarchy of
M grids with geometry information is generated with grid on level l having size
(Il, Jl, Kl) = (2Il+1 − 1, 2Jl+1 − 1, 2Kl+1 − 1), where level l = 0 is the finest level
(see figure 5.6 for a 1D example). The problem Aφ = b is relaxed with Npre iterations
on the finest level, which smoothes the residual r = Aφ− b. The residual is restricted
to the next coarser level, where a correction is calculated from A∆φ = r by recursion
(by using even coarser grid levels). On the coarsest level the correction equation is
solved exactly with SOR. After having an estimate of a correction at each level, it is
prolonged to the next finer level and applied there with φk+1 = φk + ∆φ. The new
estimate is then relaxed again with Npost iterations to remove the short wavelength
errors induced by the coarser grid. The corrections are propagated this way back to
the finest level, which finishes the MG cycle. The cycles are repeated until convergence
is achieved with the finest level solution.

level 0

level 1

level 2

level 3

9 nodes

5 nodes

3 nodes

2 nodes

Figure 5.6: Four levels deep hierarchy of 1D grids for multigrid.

The simplest MG cycling strategy is to start with the finest level and proceed by
restriction to the coarsest level and after exact solution return the correction with
prolongation to the finest level. This type of cycles are known as V-cycles (see figure
5.7). The accuracy of the correction ∆φ provided by each MG cycle can be improved
by making an additional refining cycle on each level between the coarsest and finest
levels. These W-cycles provide higher accuracy corrections than V-cycles with only
minor additional computation.
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Figure 5.7: Structure of V and W-cycles in a four level hierarchy. The smoothing
operation is presented by S and exact solution at the coarsest level by E.
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The implementation made here uses Red-Black Gauss-Seidel [137] as a smoothening
method. The Red-Black Gauss-Seidel relaxes the potential like Gauss-Seidel, but the
cycle is divided into two subcycles: on the first subcycle the nodes for which i+ j + k
is even are relaxed and on the second subcycle the nodes for which i+ j+k is odd are
relaxed. In this way every node is equal and the ordering of the nodes has no effect on
the result. As a stand-alone solver, the Red-Black Gauss-Seidel is slower than Gauss-
Seidel, but as a MG smoother it is the most efficient choice [137]. The number of
relaxation cycles made in the MG have been found optimal at Npre = Npost = 5 for
the systems solved. For the non-linear Poisson equation a Full Approximation Scheme
(FAS) version of the multigrid method is used, where the solution φ is restricted to
the coarser levels with the residual to enable the nonlinear relaxation. The problem
formulation is embedded in the MG solver. Therefore, the matrix form of the problem
is not constructed which help to keep the memory consumption low.

5.4.5 Convergence and benchmarking

The iterative methods need a way for estimating the deviation of the iterate φ from
the exact solution φ∗ for deciding when the solution is close enough to justify stopping
the iteration. The standard way of doing this is by using the residual r = Aφ − b to
estimate the error. The relation of r to the error can be derived eliminating b from the
residual equation, which gives φ − φ∗ = A−1r. The relative error norm can therefore
be estimated as

||φ− φ∗||
||φ∗|| ≤ ||A−1|| ||r||

||φ∗|| , (5.42)

which is somewhat inconvenient to evaluate due to the dependency on ||φ∗||. That is
eliminated with ||b|| = ||Aφ∗|| ≤ ||A|| ||φ∗||, which gives

||φ− φ∗||
||φ∗|| ≤ ||A−1|| ||A|| ||r||||b|| . (5.43)

Here, the condition number of a matrix is defined as κ(A) = ||A−1|| ||A||. Many
iterators use ||r||/||b|| < ǫPoisson as a convergence criterion, which is not recommend-
able due to the possible dependence of κ(A) on h, which according to [143] may be
highly dependent on the type of formulation used. Therefore, a numerical experiment
approach has been taken to form an error estimator.

Three test problems have been used in this chapter. Two of the problems are linear
electrostatic problems with known analytic solutions: spherical and cylindrical capac-
itors. The positive octant of a spherical capacitor centered at the origin has been
used in 3D with Neumann boundary conditions on the xmin, ymin and zmin boundaries.
Similarly the positive quadrant of the cylindrical capacitor has been used in 2D with
Neumann boundary conditions on the xmin and ymin boundaries (see figure 5.8). The
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third test problem is a 3D plasma extraction geometry developed for the JYFL RF
H− ion source RADIS (presented in detail in section 6.4).

Neumann

Neumann

r1

r2φ1

φ2

Figure 5.8: The spherical and cylindrical capacitor test problems with φ1 = 0 V,
φ2 = 10 V, r1 = 2 cm, r2 = 7 cm.

In the numerical experiments the test problems have first been solved with sufficient
accuracy that the use of the solution as φ∗ is justified. Then the problem is solved
again, while evaluating the residual norm divided by the right-hand-side ||r||/||b||,
the relative error norm ||φ − φ∗||/||φ∗|| and relative error norm calculated relative
to the analytical solution of the problem at each iteration round. The data for the
spherical capacitor problem with BiCGSTAB-ILU(0) method is shown in figure 5.9 as
an example. From this kind of data using the problems, it has been observed that the
error estimation of the conjugate gradient methods can be done with (5.43), by using
κ(A) = max(I, J,K)−2. In the tested cases this gives a good approximation of the
error. The condition number scaling is approximate as the geometry of the problem
of course affects the scaling (vacuum might not cover the full volume of the problem
for example).

With Gauss-Seidel, SOR and MG methods, the use of residual vector for error es-
timation is not computationally effective, because it is not readily available as in
the conjugate gradient methods. What is easily available is the potential change ∆φ
at each node. According to the numerical experiments, the relative error norm ||φ −
φ∗||/||φ∗|| in Gauss-Seidel and SOR can be estimated with G2D(ω) ||∆φ||max(I, J,K)
in 2D and with G3D(ω) ||∆φ||max(I, J,K)1/2 in 3D, where the Gi(ω) are third or-
der polynomial fits to data from test problems. With MG, the error estimator is
||∆φ||Amax(I, J,K)B, where A and B are fitted coefficients for 2D and 3D sepa-
rately. As with the conjugate gradient error estimator, these error estimators give
too large estimates during the first iterations, but this does not prevent the use as a
stopping criterion.
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Figure 5.9: The convergence of the BiCGSTAB-ILU(0) method with 308× 308× 308
node spherical capacitor problem. After about iteration number 120 the error of the
solution compared to the analytic solution is limited by the discretization error.

The ultimate accuracy of the solution relative to the physical (analytic) solution is
limited by the approximations made in the discretization of the Poisson equation. The
approximation quality improves as mesh density increases. The relative error norm
of the spherical capacitor problem is shown in figure 5.10 as a function of resolution
for the cases where edge smoothing has been used and for the case with no edge
smoothing.
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Figure 5.10: The error norm of the calculated potential relative to the analytic poten-
tial in the spherical capacitor as a function of resolution for both smooth and jagged
edges.
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The different solvers have been benchmarked by solving linear test problems, cylindri-
cal capacitor in 2D and spherical capacitor in 3D, until an accuracy of 10−4 is reached
according to the error estimator, while the use of computational resources has been
observed. The tests have been done on a Intel Core i7–3770 3.40 GHz computer with
16 GB of memory. The results are shown in figures 5.11 and 5.12.
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Figure 5.11: The use of CPU time and memory when solving a 2D test problem with
different solvers.
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Figure 5.12: The use of CPU time and memory when solving a 3D test problem with
different solvers.

In 2D the typical problem sizes are between 104 and 107, which means that the Poisson
solution is achieved in less than 10 seconds with the fastest methods. In 3D the typical
problem size used is between 106 and 108 and is often limited by available memory.
The solution in 3D can often take hundreds of seconds.
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The convergence of the iterative non-linear solvers is evaluated exactly as with the lin-
ear counterparts in case of Gauss-Seidel, SOR and MG methods. In case of BiCGSTAB-
ILU(0) and UMFPACK methods, it has been observed that a good error estimate is
achieved with ||r|| A max(I, J,K), where r = −F (φk) is the residual vector from
the last iteration round (see eq. (5.39)) and A is a fitted coefficient. The nonlinear
solvers have been benchmarked using the third test problem, the plasma-electrode
puller-electrode region of the JYFL RADIS H− extraction system. The test problem
was prepared by first solving the potential using a linear solver (of the same type)
with an initial guess of the plasma sheath location. Using the electric field calculated
from the potential map, trajectories of the particles extracted from the plasma were
calculated and space charge density map ρ was formed. The nonlinear solver was then
used to calculate the potential of the nonlinear plasma system, until an accuracy of
10−4 is reached according to the error estimator, while the use of computational re-
sources was observed. The electric potential from the linear problem was given to the
solvers as an initial guess. The results are shown in figure 5.13.
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Figure 5.13: The use of CPU time and memory when solving a nonlinear 3D test
problem with different solvers.

The MG solver is obviously the method of choice in 2D and 3D geometries both
with linear and nonlinear problems: the convergence with large systems is fastest and
memory consumption is low. Only Gauss-Seidel and SOR solvers have lower memory
consumption, but they are too slow for any practical work with large systems. The
MG solver is not unconditionally the best as it requires a mesh size, which can be
divided into a hierarchy of grid levels. In the linear test cases above the geometry
had size ratios of 1:1 in 2D and 1:1:1 in 3D, which allow freely selectable grid size,
but in systems where exactly a certain size ratio is required the efficiency of the MG
solver may deteriorate. With practical work this is almost never encountered. With the
nonlinear test problem the grids were based on two bases: 21×16×16 and 28×21×21.
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The first basis produces grids 21× 16× 16 (1 level MG), 41× 31× 31 (2 level MG),
81 × 61 × 61 (3 level MG), etc. and the second one produces grids 28 × 21 × 21 (1
level MG), 55× 41× 41 (2 level MG), 109× 81× 81 (3 level MG), etc. The same grids
were used for all solvers.

5.5 Electric field evaluation

In the electrostatic case, the electric field is completely defined by the electrostatic
potential:

~E = −~∇φ (5.44)

The central finite difference formula gives the following expressions for the electric
field components:

Ex
i+ 1

2
,j,k

=
φi,j,k − φi+1,j,k

h
+O(h2) (5.45)

Ey

i,j+ 1

2
,k
=

φi,j,k − φi,j+1,k

h
+O(h2) (5.46)

Ez
i,j,k+ 1

2

=
φi,j,k − φi,j,k+1

h
+O(h2), (5.47)

where the electric field is given on the grid line halfway between the grid nodes at
which the electrostatic potential is defined. This is done in such a way to minimize
the amount of error induced in the electric field, even though it induces further com-
plication as the electric field components are defined on grids offset by h

2
from the

primary grid.

Another complication in evaluating the electric field results from the solid surfaces. To
fully take advantage of the knowledge of the surface distance from the near-solid nodes,
the electric field between the near-solid node (i, j, k) and the solid node (i + 1, j, k)
for example, is calculated with

Ex
i+ 1

2
,j,k

=
φi,j,k − φi+1,j,k

αh
+O(h), (5.48)

where αh is the distance from the near-solid node to the surface. This computation
makes an error in the location of the field: the solid potential is defined at the surface
location (i+α, j, k) and therefore, if the central difference formula was used correctly,
the electric field would be defined at (i + α

2
, j, k) and not at (i + 1

2
, j, k). Using this

location information would cause further difficulties in interpolating the electric field
between the nodes and therefore it is chosen not to use the central difference near the
solids. Instead the eq. (5.48) is used, which makes the evaluation only O(h) accurate.

The electric field value ~E(x, y, z) needed by the particle trajectory calculation at ar-
bitrary locations in the simulation domain is calculated by (bi/tri)linear interpolation
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from the electric field values at the offset grid nodes. Because of the interpolation,
an electric field value on the offset grid, which is calculated from two potential nodes
inside a solid, may have an influence on the interpolated electric field value outside
the solid. To prevent this the field evaluator is made to use the electric field on the
near-by surface at these grid points (see figure 5.14).

ϕ1 ϕ2 ϕ3

E1.5 E2.5
x x

Figure 5.14: The electric field interpolation uses the Ex
1.5 value for evaluating ~E be-

tween i = 1.5 and i = 2.5 nodes (the light gray area). For this reason the Ex
1.5 is not

calculated from φ1 and φ2 (would be zero), but it is made to have the same value as
Ex

2.5 for achieving constant Ex in this area. This surface electric field correction is not
done if it can not be made unambiguously as is the case with thin solids.

5.6 Particle trajectory calculation

The particle trajectories in the code are calculated with the particle iterator using
electric field data described above and magnetic field defined on an independent mesh.
The magnetic field can be defined using data from external software on a regular grid
independent of the electric potential grid.

Each macro particle in the code represents an ensemble of several real particles. Each
calculated particle has a charge q (C) and mass m (kg) equal to the real particle it
represents, but in addition it has a current I (A). At each iteration point the particle
has a location ~r (m) and velocity ~v (m/s).

5.6.1 Beam definition

The particle beams in the simulations can be defined using several methods. The par-
ticles may be defined (1) as beams with given α, β and ǫ in the transverse directions
and Gaussian or KV distributions or (2) as uniform beams with cylindrical or rectan-
gular cross sections and given parallel and transverse Gaussian distributions or (3) as
individual particles with given properties for each of them. The particle location and
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5.6 Particle trajectory calculation

velocity distributions of the defined beams are based on quasi-random numbers from
the Sobol sequence [144]. The quasi-random numbers are distributed quite evenly in
N-dimensional space, whereas regular random numbers typically have more roughness
in the distribution. Another possibility to define the particle distributions is the use of
ordered definition, for example for Gaussian distribution by having particles emitted
to fixed angles from each point of emission [106, 145]. This type of definition is used
in several codes, but it was not chosen here because it poses an artificial maximum
angle on the Gaussian distribution, for example. By using the random-number based
distributions the quality of the distribution depends only on the number of particle
trajectories per grid cell np. For beams with well-defined cross-sectional area A, the
current of each computational particle trajectory is calculated as I = J A/N , where J
is the beam current density and N is the total number of macro particles in the beam.
For other beams the total current of the beam is specified. For a typical plasma ex-
traction problem the beams are defined on a plane inside the ion source plasma with a
uniform current density J , constant initial drift energy E0 and transverse temperature
Tt.

5.6.2 Particle iteration

The particle propagation is defined by the Lorentz force, which is used as a system of
ordinary differential equations (ODE). For 3D the ODE are

d~r

dt
= ~v (5.49)

d~v

dt
= ~a =

q

m
( ~E + ~v × ~B) (5.50)

in the non-relativistic approximation, which is used for most of the simulations in this
work. In cases where relativistic effects are relevant (typically about v > c/10) the
relativistic algorithm can be enabled. The relativistic equations of motion of a particle
as observed in the laboratory coordinates (where ~E and ~B are defined) arise from

~F =
d~p

dt
=

d

dt

(

m~v
√

1− v2/c2

)

= q( ~E + ~v × ~B) (5.51)

by dividing with mass and calculating the derivative. This gives

γ
d~v

dt
+ γ3 ~v

c2

(

~v · d~v
dt

)

=
q

m
( ~E + ~v × ~B), (5.52)

where γ = 1/
√

1− v2/c2 is the relativistic gamma factor. The particle acceleration
d~v/dt is solved from (5.52) and it is used in the system of ODE.
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The particles are propagated iteratively by integrating the equations of motion with
an embedded Runge-Kutta Cash-Karp method featuring an automatic step-size ad-
justment to limit the error in the particle trajectories under a prescribed value ǫpart.
The implementation of the integrator is from the GNU Scientific Library [146]. Fixed
step-size iterators, such as classic leapfrog algorithm [106] were used in early versions
of the code, but the development led to adaptive iterators, which are efficient with
typical problems where the particle velocities can span over 3 orders of magnitude.

Between successive calculation points, the particle is checked for collisions with solids
and computation domain boundaries. This is done by constructing an up to 3rd order
polynomial representation of the trajectory as a function of time between the calcula-
tion points and checking for intersections between the grid planes and the trajectory.
These intersection points are then used to create a piecewise linear representation of
the trajectory, where the trajectory consists of a single straight line segment inside
each grid cell. This method provides relatively good interpolation of highly non-linear
trajectories in cases where calculation points are several mesh cells apart, while en-
abling the use of simple algorithms requiring (locally) straight trajectories. The colli-
sions with solids, for example, are detected by checking for intersections between the
line segment and the surface triangulation of the solids in the grid cell.

5.7 Space charge deposition

The space charge density of the ray-traced particles ρrt is needed by the Poisson solver
at vacuum grid nodes. There are many methods which can be used for assigning the
charge on the grid based on the particle trajectories. In this work the charge deposition
is based on the method used in the more established PIC codes, where the space charge
is assigned to the grid from particles at each time step (in PIC the charge density of
a particle is needed, while in Vlasov-Poisson-iteration codes the charge density of a
trajectory is of interest). In PIC codes the assignment of the particle charge Q to the
grid is made using a weighting function S(~r):

ρi,j,k = QS(~r − ~ri,j,k). (5.53)

The S(~r) can be interpreted as a density function of the finite-size charge cloud that
the calculated particle is representing. The most simple choice for the weighting is to
deposit all charge to the nearest grid point, but this leads to high numerical noise.
Therefore, higher order weighting functions are favored. According to [106] the weight-
ing function having the same shape as the interpolation function used to calculate the
electric field acting on the particle should be preferred. In this work the trilinear
weighting function is used:

S(x, y, z) =

{

1
h3 (1− |x/h|) (1− |y/h|) (1− |z/h|) |x| < h, |y| < h, |z| < h

0 otherwise.
(5.54)
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Figure 5.15: The space charge Q = I∆t is deposited inside each grid cell assuming that
the charge cloud is centered at the location, where the particle was at t = 1

2
(t1 + t2)

according to the polynomial trajectory interpolation. In 2D the charge is divided to
the cell nodes from this location according to bilinear weighting: the charge to node
a is Qa = Q Aa/h

2.

The charge deposition of a trajectory in this work is made by utilizing the trajectory-
grid plane intersection points constructed during the particle trajectory calculation
(see figure 5.15). Inside each grid cell, the trajectory is passing through, an up to 3rd
order polynomial representation of the trajectory as a function of time is constructed.
Using the polynomial the location ~r is calculated, where the particle was at t =
1
2
(t1 + t2), in which t1 is the moment when particle entered the cell and t2 is the

moment the particle exited the cell. From the time ∆t = t2− t1 the particle has spent
in the cell and the trajectory current I, the amount of charge can be calculated as

Q = I∆t. (5.55)

This charge is deposited to the grid cell nodes according to (5.53) and (5.54) by
assuming that the charge cloud Q with shape S is centered at ~r. This method gives
the correct charge in each cell, but the distribution of the charge is skewed for particles
with changing velocity. The amount of error in the charge deposition can be evaluated
by comparing to a problem with a known result: A beam is started on a grid plane
with kinetic energy E0 and is under a constant acceleration gaining ∆E energy per
grid cell. The space charge density deposited on the next grid plane (where the beam
energy has increased to E0 +∆E) by the algorithm is compared to the known value.
The same analysis is made for a modified algorithm, which deposits the charge cloud
at the central location 1

2
(~r1+~r2). This algorithm gives inferior ρ quality for accelerating

beams (4 times the relative error for low ∆E/E0). The results of the comparison are
shown in figure 5.16.

With low acceleration (or deceleration) the central time algorithm works well over-
estimating the space charge somewhat, with a maximum of about 1.7 % at ∆E/E0 =
5.5. In decelerating beams such high ratios are not encountered unless the beam is
completely stopped and reflected. At stronger acceleration the relative error decreases
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Figure 5.16: A beam is started with kinetic energy E0 on a grid plane and it is
accelerated gaining ∆E energy per grid cell. The relative error of the space charge
deposition on the on the next grid plane (where the beam energy is E0 + ∆E) is
plotted as a function of ∆E/E0 for the two algorithm versions.

and turns negative reaching about −3.5 % at ∆E/E0 = 1000. In practical simulations
the highest ∆E/E0 are encountered where low energy beams start to be accelerated.
In plasma extraction systems the accelerating electric field gradually increases from
zero when moving from plasma to extraction. Of all the extraction systems presented
in this work, the highest extraction fields are in the proposed new SNS extraction
system (presented in section 6.2) and there, with typical mesh size h = 0.4 mm the
highest ∆E/E0 is about 20. Therefore it is believed that in the typical cases, with
decent mesh sizes, the space charge deposition error is within ±2 %. The effect of
this error on the observables of the whole simulation depends on the significance of
space charge in the problem. In the RADIS extraction case, where the highest ∆E/E0

is about 3.7 the difference in the (x, x′) emittance at z = 130 mm is 1 % between
simulations using central location and central time algorithms. Therefore it is argued
that the error of a few percent is not very significant in typical simulations.

In modelling of particle field emission from surfaces for example, the ∆E/E0 ratios
can be of the order of 104 or even higher. In these cases, different type of approach
should be taken to ensure accurate space charge deposition, for example use of analytic
formula for space charge close to the surface if possible.

There are also space charge deposition methods, which give the exact space charge
density value also for accelerating beams. One such method calculates the charge
density deposited to a grid node with ρ ∝ 1/v using the velocity of the particle from
the polynomial interpolation at the location where the trajectory is closest to the
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node. The weakness of such algorithm is that it can only calculate the space charge
deposition correctly from trajectories which have a radius of curvature higher than
h. This is not the case in many H− extraction systems, where the trajectories of the
co-extracted electrons may be highly curved in strong magnetic fields.

The methods used here give half of the expected charge density on the computation
domain boundary nodes (half on boundary faces, quarter on edges and one-eight on
corners) because there is no contribution to the boundary nodes from the outside
of the domain. A beam which arrives or exits at a boundary (or goes parallel to
the boundary) is expected to continue outside the calculation volume. Therefore the
space charge density of the boundary nodes is corrected after contribution from all
trajectories is calculated. A similar phenomenon happens at the near-solid nodes as
the nodes receive lower charge contribution than a normal vacuum node from the same
beam. Unfortunately this is not as easy to correct as the boundary nodes and therefore
this inaccuracy is one of the mesh-based artefacts in the simulations. In practical
simulations, this effect appears especially close to the plasma electrode aperture, where
it might affect the plasma meniscus shape and therefore the whole extraction optics.

5.8 Convergence of the Vlasov-Poisson iteration

The Vlasov-Poisson system is iterated by successively taking the steps described
above. Generally the methods tend to take the solution to the correct direction. For
example, a too high local space charge causes a potential hump, which deflects tra-
jectories decreasing the space charge on the next iteration round. Still, a proof of
the existence or uniqueness of the solution to the discretized system used here is not
known to the author despite reasonable effort invested in reviewing literature. Here
it is just taken that if the evolution of the observables (diagnostics) becomes small
enough, the system is assumed to have converged and that the result is a sufficient
approximation of the solution of the Vlasov-Poisson system. The most thorough anal-
ysis of the convergence of this type of simulations so far is given in [147], where only
positive ion extraction was considered.

5.8.1 Non-convergent systems and cures

With some input parameters it has been observed that the simulations do not show
convergent behaviour at all. There are several phenomena causing this non-convergence.
One of the requirements for convergence is that the initial guess of the plasma meniscus
location has to be somewhat correct. If the initial guess is too far off, the Newton-
Raphson based non-linear Poisson solvers fail to converge. Another requirement is
that the initial particle velocity has to be high enough (larger than Bohm velocity
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in the positive ion extraction case), otherwise the system is non-convergent. Also the
simulated geometry needs to have large enough neutralized plasma volume. If the
computation domain boundary is too close to the plasma meniscus, it will affect the
computation because the potential can not assume its physical form. This typically
results in flat equipotential surfaces in the region where meniscus is near the bound-
ary. At least a couple of grid cells of field free plasma should be included to ensure
physical solution.

A too low trajectory density in a calculation may lead to a situation where single
grid nodes receive significantly higher charge than the surrounding nodes, even from
a constant density beam. These peaks in the charge cause potentials, that steer beam
away from these nodes on the next iteration round. This creates new locations where
beam is bunched, causing the same problem again. With sufficiently large trajectory
density, the variation in the space charge is low enough to suppress such strong changes
in particle trajectories from iteration to iteration enabling convergence of the system.
This instability may also be suppressed by damping the change between iterations.
In the simulations here this is done by using under-relaxation on the space charge
density from ray-tracing. The space charge used in the Poisson equation is a weighted
average of the newly calculated space charge ρ∗k and the space charge ρk−1 from the
last iteration round

ρk = αρ∗k + (1− α)ρk−1, (5.56)

where α is the space charge under-relaxation factor.

Another case, where convergence problems are often encountered, are systems where
the current extracted from the plasma is approaching the space charge limited regime.
If the space charge density in the beam on some iteration round is over the space
charge limit, the beam will be reflected at this location on the next iteration round.
The reflected beam will not deposit charge in the following space, which will change
the potential distribution allowing the beam to pass again on the following iteration
round. The iteration will oscillate between beam passing and beam not passing situa-
tions. Also this situation can be avoided by using space charge under-relaxation if the
system is not space charge limited. Simulations where beam current emitted from the
plasma is higher than the space charge limit will not converge. Therefore the iterative
approach used here is not capable of modelling space charge limited emission as such.

5.8.2 Convergence criterion

Several parameters can be used for estimating the convergence. An obvious choice
would be to use the norm of the change of space charge or electric potential fields, but
this would require storage of the field from previous iteration round for calculating the
change. Another possibility is to use results of trajectory diagnostics: beam current,
rms emittance, and the Twiss parameters. In this work the evolution of the transverse
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rms emittance has been chosen to be used for estimating the convergence. This choice
makes sense as the beam emittance is often one of the simulation results that are
interesting in typical applications. In this work the simulation convergence is primarily
evaluated from rms emittance on the boundary where the beam exits the computation
domain. As an example of convergence, the evolution of the (x, x′) rms emittance at
z = 130 mm in the RADIS extraction (see section 6.4) has been stored using different
under-relaxation factors α for hundred iteration rounds. The value |ǫ−ǫ∗|/ǫ∗ has been
plotted in figure 5.17 as a function of iteration round, where ǫ is the rms emittance
on the iteration round and ǫ∗ is the average rms emittance calculated from iteration
rounds 90–99.
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Figure 5.17: Convergence of the emittance in RADIS extraction simulations with
np = 200 trajectories launched per grid cell and grid size h = 0.5 mm for different
space charge under-relaxation factors α.

The example case presented here is convergent for all α ≤ 1. For each case, the
emittance value evolves and the distance from the final value decreases on average
(not necessarily on each iteration) until a residual variation level of about 10−4 is
reached. The iteration with α = 0.25 has converged after about 50 iteration rounds,
while the α = 1 case has reached the residual variation level after 10 iterations. The
number of iterations needed for convergence may depend on the physical parameters of
the system such as geometry, electrode potentials and the plasma model parameters,
and on technical parameters of the simulation such as trajectory grid density np, grid
size h and accuracy requirements for Poisson and trajectory solvers in addition to the
space charge under-relaxation factor α.
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Because the convergence pattern and the residual variation level of the system are
dependent on the simulation input parameters the convergence criterion used in the
Vlasov-Poisson iteration does not even try to estimate the relative deviation of the
emittance from the final value. The stopping criterion for the iteration simply re-
quires that the absolute value of the average of last N emittance change values
1
N

∑k−1
i=k−N(ǫi+1 − ǫi) is less than some prescribed ǫVlasov for two consecutive itera-

tions. The same convergence criterion parameters N and ǫVlasov can be used for all
simulations where the convergence rate and residual variation level are roughly con-
stant.

5.9 Validity of simulations

When convergence has been achieved the results of the simulation can be studied. An
obvious question of interest, of course, would be the absolute accuracy of the simula-
tion or more specifically the deviation from experiment. Unfortunately this is a very
complicated comparison to make as it depends not only on the validity of the approxi-
mations made in the plasma model, the correctness of the input parameters, the errors
from the discretization, numerical inaccuracies, etc, but also from the approximations
and practical limitations of the experiment.

An optimal benchmark for the code would be a comparison to a theoretical solution of
a Vlasov-Poisson problem. Unfortunately problems with known theoretical solutions,
for example the cases presented in references [148, 149, 88, 150], are based on charged
particle beams emitted from a fixed cathode at space charge limited regime, i.e. at zero
initial velocity. The developed code does not currently have the specialized function-
alities needed for modelling space charge limited emission. Therefore these problems
can not be used for benchmarking at this stage. For now, the examination of the valid-
ity of simulations is concentrated only on estimating the magnitude of error resulting
from computational inaccuracies and artefacts in the discrete Vlasov-Poisson system
by varying the computation parameters in problems for which a known solution does
not exist.

As has been already seen the Vlasov-Poisson iteration does not converge without limit.
Therefore the residual variation level poses a limitation on the accuracy of the results.
Another limitation arises from the discretization of the geometry: the discretization of
the Poisson equation, deposition of the beam space charge to the grid and evaluation
of electric field all have their approximations and therefore impact the accuracy of the
results.
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5.9.1 Effects of discretization

The most obvious simulation artefacts arise from the discrete nature of the compu-
tation domain. In plasma extraction simulations the most important location where
mesh-based artefacts affect the beam is at the plasma electrode aperture, especially
in grid cells where beam passes within one cell of the plasma electrode surface. There
the combined effects of the lower accuracy form of Poisson (based on eq. (5.28)), ap-
proximations of the electric field evaluation and the lower space charge density near
the surface cause errors in the particle trajectories. In 2D (and cylindrical symmetry)
it is possible to have the mesh lines coincide with the solid surface. In that case the
errors made by the algorithms are minimal. In the general case, this is not possible
because the geometry of interest may contain slanted surfaces for example. In 3D with
circular plasma aperture, this inaccuracy always exists. Another important limitation
at the plasma extraction is that the discrete potential must be able to represent the
smooth transition from the field-free plasma to the extraction taking place in the
plasma sheath region. This transition zone has a thickness of some Debye lengths.

The magnitude of the plasma extraction artefacts is studied using the RADIS ex-
traction case in 3D, where the plasma electrode aperture radius r0 is 3.0 mm and the
Debye length λD < 0.1 mm. The number of grid cells in the plasma electrode aperture
radius r0/h was varied from 5 to 25 in 0.1 steps. In figure 5.18 the beam (x, x′) rms
emittance at z = 25 mm has been plotted as a function of h. In this case variations
smaller than 10 % are observed with r0/h smaller than 10 (h > 0.3 mm). The varia-
tions can be taken as a lower limit of the error estimate for the result. Because the grid
induced simulation artefacts cause mainly local errors in the electric field, the effect to
particle trajectories is nonlinear. This most probably leads to emittance growth and
therefore it can be expected that the emittance value given by simulations with small
h (discrete problem approaching continuous) is lower than what the larger h simu-
lations give. This is also seen in the example case, where a second order polynomial
was fitted to the data to get an estimate of the asymptotic emittance value at h → 0
(see figure 5.18). By comparing the potentials on the optical axis (far from plasma
electrode surfaces) in simulations with different h it can be seen that the potential
shape is well modelled even in cases where h ∼ 10λD. Therefore it is believed that
the effects in the proximity of the surfaces are much more important artefact in the
parameter range used here.

Another important artefact is the grid-induced transverse emittance growth in free
space. This happens due to several reasons [151]: First, the numerical noise in the
space charge field causes small local deviations in the potential, which creates non-
linear forces affecting the beam. These non-linear forces cause artificial emittance
growth. Second, the beam space charge is deposited to the grid nodes of each cell.
This behaviour averages out sharp features in the beam. For example the space charge
field generated by a uniform beam does not have sharp boundaries (example in figure
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Figure 5.18: The beam transverse rms emittance at z = 25 mm as a function of h.
The variation of emittance decreases as h decreases.

5.19). Even if the space charge data was ideal, the electric field calculation from the
potential and the interpolation of the electric field for the particle iterator cause further
averaging to the forces affecting the trajectories. In practice this effect is strongest
on the beam boundaries: inside a constant density beam the space charge forces are
modelled well, but close to the beam boundary, the smoothing effect causes deviation
from the ideal increasing the beam emittance.
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Figure 5.19: The space charge density given by a simulation with h = 0.7 mm grid cell
size for a uniform 10 mm diameter beam. The space charge deviates from the ideal in
grid nodes within h from the beam boundary.

The magnitude of the effect in practical systems has been tested by observing the
space charge effects of a parallel zero-emittance 20 keV, 5 mA H− beam with initial
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radius r0 = 5 mm propagating through 200 mm of space in a 15 mm radius beam tube.
The beam radius and emittance at the end of the drift space has been measured and
is plotted as a function of the simulation resolution (as grid cells in the original beam
radius) in figure 5.20. It can be seen that the beam space charge induced divergence is
within 2 % of the apparent asymptotic value when r0/h is over 10 (The beam radius
should be 9.1 mm according to the paraxial approximation, see section 4.4.1). The
emittance growth of the beam is not very significant as geometric rms emittance of
0.3 mm mrad corresponds to about 1 · 10−3 eV transverse temperature in this case,
which is orders of magnitude lower than beams extracted from plasma typically have.
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Figure 5.20: The radius and rms (x, x′) emittance of beam at the end of the 200 mm
drift space using different grid cell sizes h in cylindrically symmetric simulations and
in 3D.

5.9.2 Effects of other computational parameters

In addition to the grid cell size h, the simulation has other purely computational pa-
rameters which have no physical meaning. These are the space charge under-relaxation
factor α, the accuracy requirement for the Poisson solver ǫPoisson, the accuracy require-
ment for the particle iterator ǫpart and the number of particle trajectories per grid cell
np. The effect of the computational parameters to the transverse rms emittance at
z = 130 mm was studied using the RADIS extraction while keeping the physical
parameters and the grid size h = 0.5 mm constant. The Vlasov-Poisson system was
iterated for 100 rounds and the standard deviation of the emittance at the end of
the geometry was computed from the last 40 rounds to evaluate the level of residual
variation.

By adjusting the space charge under-relaxation factor α it was observed that it has no
effect on the resulting emittance or the residual variation level as long as the residual
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variation level is reached before iteration round 60 (where residual variation evaluation
starts). Therefore the under-relaxation factor should be kept as close to 1 as possible
while convergence is achieved for efficient use of CPU time.

By using the BiCGSTAB-ILU(0) Poisson solver and adjusting the accuracy require-
ment from 10−2 to 10−9 it was seen that the final emittance values are within ±2 stan-
dard deviations of the residual fluctuation from each other after 30 iteration rounds
(with α = 0.50). This is due to the fact that, even if the Poisson solver makes only one
iteration per Vlasov-Poisson iteration round, the system develops towards the solution
(the electric potential from the last iteration round is used as a starting point with
iterative solvers). With allowed error larger than 10−2 the difference in the electric
potential causes large enough variation in the trajectories, compared to more accurate
calculations, that the convergence is not reached even after the 100 iteration rounds.
It is possible that the system does not converge at all with allowed error being this
high. When the system converges, the accuracy requirement of the Poisson has no
effect on the result or the magnitude of residual variation.

The particle iterator accuracy requirement was varied from 1 to 10−8 with particle
densities np of 50, 500 and 5000 particles per grid cell and it was seen that the accuracy
requirement has a strong effect on both the solution and the magnitude of the residual
variation. The system converges with particle iterator accuracy requirement of 10−1

or lower. The standard deviation of the residual emittance variation relative to the
average emittance from last 40 iteration rounds and the relative emittance deviation
from the most accurate, ǫpart = 10−8 result are presented in figure 5.21. The overall
trend is as expected: both decrease as the accuracy requirement is tightened until
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Figure 5.21: The effect of the particle accuracy requirement. a) The relative value
of the standard deviation of the emittance. The error bar shows the magnitude of
the contribution of a single particle trajectory passing close to the plasma electrode
aperture. b) Relative deviation of the emittance from the ǫpart = 10−8 result.
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at ǫpart ≤ 10−5 the trend is broken. There the relative variation and deviation values
saturate to about 10−5 level. By analyzing the results it can be seen that in the np = 50
case the number of particles contributing to the emittance is constant during the last
40 iteration rounds. This enables the low residual variation in that case. If only one
particle which was hitting the plasma electrode would change its trajectory enough
that it would be extracted close to the plasma electrode circumference, the emittance
would change by about one thousandth (shown as the error bar in figure 5.21a). As
the particle density increases this effect becomes more probable, but on the other
hand the weight of each particle decreases. In the np = 500 case the residual variation
is higher than in the np = 50 case because the particle count on the emittance plane
fluctuates. In the np = 5000 case the residual variation decreases again as the particle
count fluctuation becomes more statistical.

5.9.3 Error estimate

Overall, in the RADIS extraction used in these tests the grid density has the highest
impact on the accuracy of the results. The relative variation of the emittance is a few
percent with grid density higher than 15 grid cells in the plasma electrode aperture
radius and about 10 % with 10 grid cells in the radius. In a fixed geometry a repeata-
bility and accuracy (deviation from high precision calculation) of about 10−3 is easily
achieved and higher 10−5 accuracies are achievable by investing tens of times of more
CPU time on the problem.

Based on these tests a standard set of computational parameters has been established,
which have been used in the simulations presented in the following chapter: The
accuracy requirement for the Poisson solver ǫPoisson < 10−4. The under-relaxation
factor α is taken as close to 1 as possible while convergence is achieved. The accuracy
requirement for the particle iterator ǫpart < 10−5 and the particle density np > 100. A
grid cell size is selected to achieve density of higher than 15 grid cells in the plasma
electrode aperture radius.

It is believed that in all simulation cases presented in the next chapter the error in
the emittance value due to the computational effects shown here is on the order of a
few percent. The overall accuracy of the simulations depends also on the validity of
the plasma model and on the correctness of the input parameters. The magnitude of
these effects can only be estimated by comparison to experiments, which is presented
in chapter 6.
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5.10 Diagnostics

Due to the openness of the simulation code architecture, it is possible to implement
various kinds of diagnostics on the simulation results (or intermediate data) in the
user program. In addition, the code includes several pre-made methods for common
diagnostics of fields and particle trajectories. There are methods for obtaining proper-
ties of particles crossing a plane in space, which can be used to calculate distributions
of location, divergence, energy, emittance, etc. There are also methods for plotting
one and two-dimensional histograms of data, particle distributions, emittance ellipses,
two-dimensional cross section views of the computation domain with solids, particle
trajectories, equipotential lines and colourmap representations of fields, etc and three-
dimensional perspective views of the geometry and beams. Many of these methods
can be accessed using a graphical user interface of the code. Most of the algorithms
behind the diagnostic and visualization methods are quite straightforward so they are
not discussed here in greater detail. Examples of the graphical output can be seen
throughout this thesis, especially in the next chapter.
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Chapter 6

Extraction system design and

experiments

The computational tools developed in this work have been used in analyzing and
developing several existing and new ion source extraction systems. The code develop-
ment was started in 2004 in Lawrence Berkeley National Laboratory for designing a
pulsed D+/T+ slit-beam extraction system for a neutron generator [152]. In 2007 at
the University of Jyväskylä the code was used to design an extraction system for a
H+ 2.45 GHz microwave ion source after which the focus of the work shifted towards
negative ion extraction systems. In 2009–2010 an extraction system was designed
for the Texas A&M University Cyclotron Institute H− ion source, the negative ion
plasma model was implemented in the code and the extraction was used for testing
the model [7, 8]. In 2010–2011 the existing H− extraction system of the Spallation
Neutron Source (SNS) at Oak Ridge National Laboratory was modelled and a new
high-current extraction system was designed [9]. A new filament-driven multicusp H−

ion source and extraction was designed and built for the JYFL electrostatic Pelletron
accelerator during 2011–2012 [10]. An RF-driven H− ion source for the MCC30/15
cyclotron is under development at JYFL and the ion source extraction was designed
with the code in 2012 [10]. The ion source and the extraction system are being tested
as this thesis is being written. The author has been the principal researcher of the
aforementioned design and modelling work. The work conducted is described in the
following sections in detail in the chronological order. The author has also partici-
pated as a collaborator in other projects, where extraction modelling has been done
using IBSimu. Such projects include CERN Linac4 extraction designs for RF and
magnetron ion sources [90, 153], ISIS Penning ion source extraction modelling [154],
ESS-Bilbao Penning ion source extraction modelling [155] and the development of the
new extraction for the JYFL 14 GHz ECR ion source [97].
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6.1 Texas A&M University H−/D− ion source

The on-going facility upgrade for the Texas A&M University (TAMU) Cyclotron
Institute aims at extending the research possibilities with stable beams and adding
rare ion beam capabilities. This is done by re-activating the K150 cyclotron, which was
decommissioned in 1985, to deliver high intensity light particle and heavy ion beams.
These beams are used for production of rare isotopes in the targets of light and heavy
ion guides for reacceleration with the K500 cyclotron. As a part of the upgrade project,
a filament-driven multicusp ion source was installed in 2010 for injecting H− and D−

beams into the K150 cyclotron using a stripping extraction for production of high
energy H+ and D+ beams. [156, 157]

6.1.1 Ion source

A spare filament-driven multicusp ion source [158] at JYFL was found adequate for the
TAMU K150 application. The ion source included a permanent magnet filter suitable
for production of negative ions but it did not have an extraction system for negative
ion beams. The procurement of the ion source including a design of a new extraction
system was judged to be the most economical way for TAMU to gain the light ion
capabilities needed for the upgrade.

6.1.2 Design of negative ion extraction

A design of an extraction system capable of extracting up to 1 mA of H− ion beam
and transporting it to the next focusing element of the beam line with low emittance
growth was needed. The energy of the ion beam had to be variable from 5 to 15 keV
because the injection energy of the cyclotron changes with the energy of the acceler-
ated beam. The extraction system also had to be able to deflect tens of milliamps of
co-extracted electron beam into an electron dump.

A dominant feature of a negative ion extraction system is the dumping of the co-
extracted electrons, as has been discussed already before. There are several ways of
dealing with the electrons. In this case, the filter field of the ion source protrudes
to the extraction region, which will cause bending of the ion beam regardless of the
dumping method. Therefore the tilted ion source method was chosen. The dumping
magnetic field is oriented anti-parallel to the filter field of the ion source to minimize
the magnetic field strength at the extraction aperture for minimal interference to the
slow particles accelerated from the plasma. The dipole field was constructed using 10
6.35 mm cubical SmCo magnets as shown in figure 6.1 for maintaining field uniformity
of ±3 percent within the beam to minimize emittance growth. The resulting transverse
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magnetic field in longitudinal direction on the symmetry axis of the permanent magnet
array is presented in figure 6.2. The magnets were integrated in the water cooled puller
electrode, engineered to handle the anticipated electron beam power of over 100 W.

Figure 6.1: The magnet geometry with filter magnets shown in cyan and electron
dump magnets shown in magenta. The magnetization directions of the magnets are
shown with arrows. The electron dump magnets are located inside the puller electrode.
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Figure 6.2: The transverse magnetic field strength in longitudinal direction on the
symmetry axis of the geometry. The z = 0 is the inner surface of the plasma electrode
as shown in figure 6.3.

Cylindrically symmetric simulations

For the ion beam to tilt to the same angle in the magnetic field regardless of the
final energy, the beam energy at the puller electrode has to be fixed. In this case
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a puller to plasma electrode voltage difference of 6 kV was chosen. After the puller
electrode the beam is accelerated to the final energy while the focusing is adjusted
using a decelerating electrode between the puller and the ground electrode in a zoom-
lens configuration (einzel #1). A series of simulations was made in 2D (cylindrically
symmetric) without the magnetic field to design the extraction electrode geometry and
potentials for achieving a nearly parallel beam at the end of the extraction system. The
2D simulations were done using IBSimu and with a more established code PbGuns

[120], which enables comparison of the results.

The nominal plasma parameters used in the simulations were plasma potential φP =
5 V, electron to ion beam current ratio Rei = 20, electron density coefficient Rec = 1,
electron temperature Te = 0.5 eV (only in PbGuns), negative ion transverse temper-
ature Tt = 0.5 eV, positive ion temperature Tp = 0.5 eV, ratio of fast compensating
positive ions to total negative charges Rf = 0.5, extracted negative ion beam current
density JH− = 35.4 A/m2 and initial drift energy of extracted particles E0 = 3 eV.
Of these values plasma potential and the temperatures are rather well-known for this
type of ion sources [75] and the electron to ion beam ratio was measured during ini-
tial tests. The ion current density (about 1 mA of H− current from �6 mm aperture)
used in the simulations is an estimate of the ion source performance using the selected
filament geometry and power supplies (maximum discharge power of about 1 kW).
IBSimu and PbGuns do not use the same plasma model for negative ion extraction.
PbGuns, for example, has electron space charge included as an analytic formula de-
pendent only on the potential, while in IBSimu the extracted electrons are ray-traced
like ions. PbGuns includes only thermal plasma species, while IBSimu has both ther-
mal and fast compensating positive ion species (see chapter 5.2.2). Therefore the Rf

parameter is not used in PbGuns. The analytic formula for the thermal compensating
species (equation (5.5)) is the same in both codes.

The extraction system producing 1 mA H− beam at 15 keV final beam energy has been
simulated with IBSimu (figure 6.3) and PbGuns (figure 6.4) using the nominal plasma
parameters. Obviously the beam behaviour predicted by the two codes differ. This is
due to different plasma sheath forms, which can be seen in figure 6.5. In PbGuns the
plasma sheath is more concave, which causes stronger focusing in the plasma electrode
to puller electrode gap, when compared to the result given by IBSimu. This difference
affects the beam behaviour also in the rest of the extraction.

Because there is some uncertainty of the plasma parameters, the source performance
and the accuracy of the plasma models, the gap between the plasma and puller elec-
trodes was decided to be made adjustable. A sensitivity analysis was made with IB-

Simu to see how much the gap would have to be adjusted relative to the nominal
case to achieve the same plasma sheath location (location of φ = 2 V on the axis) in
cases where plasma parameters are modified. See table 6.1 for results. The electrode
construction was made such that it allows ±6 mm gap adjustment around the design
value.
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6.1 Texas A&M University H−/D− ion source

Figure 6.3: Cylindrically symmetric simulation of the extraction system with nominal
plasma parameters and 15 keV final beam energy made with IBSimu. The electron
beam (yellow) is artificially stopped at the dump location.

Figure 6.4: Cylindrically symmetric simulation of the extraction system with nominal
plasma parameters and 15 keV final beam energy made with PbGuns.

Figure 6.5: Close-up views of plasma sheath region from a) IBSimu and b) PbGuns

simulations. The 2.5, 10, 25, 70 and 145 V equipotential lines are drawn for comparison
purposes. In PbGuns the plasma sheath is more concave and there exists a slight but
unphysical curvature in the eqipotential lines close to the axis.
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Table 6.1: Sensitivity analysis results. The plasma parameters were modified from
their reference values one at the time. The gap length between plasma and puller
electrodes was adjusted in each case to achieve the same plasma sheath location as
with the reference plasma parameters.

Parameter Reference value Range Gap adjustment

E0 3 eV 3 – 7 eV 0 → 2 mm
φP 5 V 2 – 10 V −1 → 1 mm
Rei 20 10 – 50 −5 → 3 mm
Rec 1 1 – 3 −2 → 0 mm
Rf 0.5 0 – 1 −1 → 1 mm
Tp 0.5 eV 0.1 – 2 eV −0.1 → 3 mm
Tt 0.5 eV 0.1 – 2 eV −0.1 → 0.1 mm

The geometry was tested with lower final energies of 12 keV, 8 keV and 5 keV. With
these energies, nearly parallel beams at z = 100 mm can be achieved with einzel #1
voltages of −8.2 kV, −5.8 kV and −3.2 kV, correspondingly. It seems that at least
with energies ranging from 15 keV to 5 keV the extraction system is adequate for
accelerating up to 1 mA of H− beam for further transport.

Three dimensional simulations

Three dimensional simulations were made for finding the optimal tilt angle and the
center of rotation. The 3D magnetic field was modelled using Radia3D [159] and
the field data was imported into IBSimu. The same plasma model parameters were
used as in 2D with the exception of the magnetic field suppression added for regions,
where the potential φ < φW + 10 V. In these regions the plasma is assumed to be
collisional and uniform. The beam was observed to propagate to the correct angle with
12 keV final energy when the last two electrodes are rotated 74 mrad around x = 0,
z = 38 mm. With this geometry, the angle of the beam at the end of the simulation
was observed to vary from 70 mrad to 86 mrad when the final beam energy was
varied from 15 keV to 5 keV respectively, because the magnetic dipole field is still
nonzero at the einzel lens. The variation of the beam angle is so small that the tilt
was made fixed. The small beam deflection can be corrected by an xy steering magnet
after the extraction. A simulation of the three dimensional extraction is shown in
figure 6.6. The normalized transverse rms emittance of the H− beam at the end of the
simulation is 0.044 mm mrad, while the emittance from the ion temperature (0.5 eV)
is 0.035 mm mrad according to equation (4.43). The extraction therefore increases the
emittance by 25 %, which is acceptable in this case.
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6.1 Texas A&M University H−/D− ion source

Figure 6.6: Three dimensional simulation of the extraction system with 1 mA H− beam
accelerated to 12 keV final energy. Co-extracted 20 mA electron beam is dumped to
the inner surface of the puller electrode. The ion beam exits the extraction at 74 mrad
angle. The center of rotation is marked with a cross.

Operation with D−

Texas A&M Cyclotron Institute regularly operates with D− as well as H− beams.
It is important that the same extraction system is capable of handling D− beam as
well to avoid extra work when changing from one isotope to the other. The designed
extraction provides D− beam to the LEBT using the same electrode voltages as with
H−. This is possible because the difference in beam deflection in the extraction is
not proportional to 1/

√
2 when comparing D− to H− as it is in a purely magnetic

system (e.g. equation (4.19)). Three phenomena have been identified contributing to
this effect. One of the reasons is the more concave shape of the plasma sheath due
to the lower plasma density achieved with deuterium, which cause the ion beam to
deflect more towards −x direction in the first millimeters after of the extraction due
to the residual filter field of the ion source. The second reason is the higher electron
to ion ratio in the deuterium case (87 was measured), which creates a higher local
negative space charge in the first gap deflecting the ion beam towards +x direction.
This effect is also amplified by the plasma sheath shape difference causing the electron
beam to be more focused and deflected more towards −x direction. The third effect
contributing to the D− beam deflection is the einzel lens, which deflects the beams
because they are not centered on the axis of the lens. Overall, the D− beam has only
4 mrad angular deviation and 0.7 mm offset from the axis of the beam line at the end
of the simulation in the 12 keV case (see figure 6.7). This feature makes it possible
to change between H− and D− beams easily, minimizing the downtime of the facility.
It is also a good example of features that are very difficult to model without three
dimensional ion optical codes with plasma modelling capabilities.
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Figure 6.7: Three dimensional simulation of the extraction system with 285 µA D−

beam accelerated to 12 keV final energy. Co-extracted 27 mA electron beam is dumped
inside the puller electrode. The ion beam exits the simulation at 70 mrad angle, only
4 mrad off-angle from the axis of the beam line.

6.1.3 Experiments

The ion source was installed at the injection line of the K150 cyclotron at Texas A&M,
which is shared with an ECR ion source (see figure 6.8). The beam line was equipped
with a vacuum chamber with three 1000 l/s turbo pumps, einzel lenses #2 and #3 and
an electron suppressed Faraday cup for measuring the ion current. The ion source and
the extraction were first mounted directly on the vacuum chamber, but soon it was
discovered that the evaporated tantalum from the ion source filament falls onto the
cyclotron inflector causing short circuits. Later a 20◦ tilt and an xy steering magnet
was added between the extraction and the vacuum chamber to prevent this. The xy
steering magnet also provides a possibility for fine tuning the beam angle.

The extraction was designed to operate at fixed 6 kV potential difference between the
plasma electrode and the puller electrode. The optics were designed to produce 1 mA
parallel H− beam at different final beam energies by adjusting the einzel #1 voltage.
During the experiments the puller and einzel electrode voltages were adjusted to op-
timize the beam transmission to the first Faraday cup at different beam energies and
plasma densities. The optimal transmission was found close to the design value elec-
trode voltages. A comparison of the experimentally optimized and simulated voltages
is shown in table 6.2.

The H− current of 1 mA on the first Faraday cup was reached with discharge current
of 12.7 A at the arc discharge voltage of 100 V. The e−/H− ratio was approximately
25. For D− 285 µA was measured on the first Faraday cup with plasma driven by
10 A, 100 V arc. The e−/D− ratio was approximately 87. Beam currents of up to
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Figure 6.8: CAD visualization of the ion source, extraction system, pumps, diagnos-
tics and the first beam focusing elements. The cyclotron inflector is located roughly
6 meters from the ion source.

Table 6.2: Comparison of (1) electrode voltages providing optimal transmission to the
first Faradap cup to (2) voltages, which provide 1 mA parallel H− beam at z = 100 mm
in simulations. The beam current measured with the Faraday cup is not equivalent to
the extracted H− current because of unknown beam losses in the transport.

Simulation Experiment FC (µA)
Vsource / Vpuller / Veinzel Vsource / Vpuller / Veinzel

−5 kV / +1 kV / −3.2 kV −5 kV / 0.5 kV / −3.1 kV 360
−8 kV / −2 kV / −5.8 kV −8 kV / 0.7 kV / −5.7 kV 365
−10 kV / −4 kV / −7.0 kV −10 kV / −2.9 kV / −7.4 kV 369

−10 kV / −2.3 kV / −7.4 kV 962
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25 µA of H+ and 15 µA of D+ have been extracted at energies up to 30 MeV and
20 MeV respectively from the cyclotron with stripping extraction and measured from
the first Faraday cup outside the cyclotron.

Overall, the experimental work done with the ion source extraction shows that the
extraction design process has been successful.

6.2 SNS RF ion source extraction

The US Spallation Neutron Source at Oak Ridge National Laboratory uses an RF-
driven internal antenna multicusp ion source for producing ∼ 1 ms long pulses H−

beam at 60 Hz to the radio frequency quadrupole (RFQ) accelerator, which injects the
beam at 2.5 MeV into the SNS linac. The source and RFQ are currently coupled by an
electrostatic, six-electrode baseline extraction system that forms, accelerates, focuses,
steers and chops the 65 keV H− beam forming the pulse structure required by the
accelerator complex. The co-extracted electron beam is dumped at low energy with a
strong transverse magnetic field near the plasma electrode aperture causing also the
H− beam to deflect to an angle. The ion source is mounted at an angle with respect
to the beam line to compensate for the deflection. See figure 6.9 for a schematic of
the ion source and extraction system. [160, 161]

Figure 6.9: Schematic of the ion source and extraction systems. The width of the ion
beam is exaggerated to emphasize the focusing action of the lenses. [162]

The front-end routinely provides beam currents of 35–40 mA into the SNS linac, which
corresponds to about 50 mA of H− out of the ion source [163]. Future SNS power
upgrade plans will require linac beam currents of ∼ 60 mA with about the same
duty factor. To support this goal and to increase reliability of the current system,

108



6.2 SNS RF ion source extraction

the existing system and a proposed high-current extraction system have been studied
using IBSimu. [86, 9]

In this simulation study, a set of plasma parameters has been chosen, which are
believed to be close to reality and give a good match between simulations and ex-
periments. These are the plasma potential φP = 15 V, electron to ion beam current
ratio Rei = 10, electron density coefficient Rec = 1, negative ion and electron trans-
verse temperature Tt = 2.0 eV, positive ion temperature Tp = 0.5 eV, ratio of fast
compensating positive ions to total negative charges Rf = 0.5 and initial drift en-
ergy of extracted particles E0 = 2 eV. These parameters have been kept constant
in all the simulations shown here unless otherwise mentioned. The electrode voltages
used in the simulations are Vsource = −65 kV on the ion source plasma electrode,
Vdump = −58.8 kV on the dump electrode, VE1 = −48 kV on the first einzel lens and
VE2 = −46 kV on the second einzel lens. Other electrodes are at ground potential.

6.2.1 The baseline extraction system

Angle and offset

The angle of the SNS ion source with respect to the beam line axis can be adjusted to
compensate for the deflection caused by the permanent magnet electron dumping field.
The ion source can also be translated in x-direction to provide a total of two degrees
of freedom (angle and offset) for adjusting the beam angle and spatial coordinate at
the RFQ entrance. Originally the system was designed to operate with about 3◦ angle
(52 mrad), but more recently it has been observed that the optimum angle and offset
vary when extraction system and ion source are replaced during maintenance [164].
It seems that the system is very sensitive to alignment of assembled parts and/or
that there are differences in critical parts of sources and extraction systems. There
are several sources and extractions used for beam production. It is known that there
are 10 % differences in the dumping magnetic field intensities of the ion sources but
that is not the cause of all observed variations. Therefore a simulation study has
been performed with 45 mA of extracted H− current to gain understanding to the
correlations between the ion source angle and offset and the beam current accelerated
by the RFQ close to the typical operational parameters.

It was noticed that the emittance and Twiss parameters of the beam at the RFQ
entrance are quite insensitive to the ion source angle and offset as long as the beam
does not intercept the electrodes. The beam angle xave and offset x′

ave in the direction
transverse to y and the RFQ axis at the RFQ entrance plane are more sensitive
to these parameters. The effect of the ion source tilt and offset to the mean beam
location in phase space is shown in figure 6.10. In this simulation study it is assumed
that the optimum transmission through the RFQ is achieved when the H− beam is
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focused to the RFQ entrance centered and at 0 mrad angle within an acceptance
ellipse characterized by the Twiss parameters α = 1.7 and β = 0.06 m/rad and
ǫ = 4 × 0.2 mm mrad normalized [161]. Under this assumption the optimum was
found at 56.3 mrad (3.2◦) source tilt angle and −0.28 mm offset (see figure 6.11).
Although, these parameters have not been used for source operation at SNS, they are
used in the simulations shown in this work as an ideal reference point. Recent studies
at SNS have shown that the alignment of the LEBT may not be the only reason
why the optimum angle and offset have changed. The RFQ has degraded over time
which makes the assumption of the ideal RFQ injection questionable [165]. Because
of these reasons comparison to measured angles and offsets is difficult and not very
meaningful.
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Figure 6.10: The average beam location xave and angle x′
ave in the direction transverse

to y and the RFQ axis at the RFQ entrance plane as a function of ion source angle and
offset. The area where beam is significantly intercepted by the electrodes is indicated
by dashed line.

Figure 6.11: Simulation of the reference case with ion source at 56.3 mrad angle and
−0.28 mm offset.

The sensitivity of the system can be seen by studying a deviation from the reference
point. It has been estimated that the angle of the ion source can be reset within ±0.2◦
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of the intended and the offset within ±0.2 mm. Therefore these values were used as
the size of perturbation in this simulation study. The beam at the RFQ entrance was
observed to vary by ±10 mrad and ±0.1 mm with this perturbation. Especially the
beam angle variations at the RFQ entrance plane are significant (roughly 30 % of
the RFQ acceptance ellipse size in x′-direction). It seems therefore likely that small
unintentional variations of the ion source angle and offset during maintenance may
result in the observed large differences in accelerated beam current.

The optimum case presented here is found using the recent version of the code de-
scribed in this thesis. It is different from the optimal solution (24.4 mrad angle and
0.8 mm offset) which was found in 2010–2011 when the original study [9] was con-
ducted with the code version of the day. The difference in the results is caused by the
method used for electrode edge smoothing. In the original study the virtual potential
method described by equation (5.29) was used. Currently the code uses the modified
Poisson equation in the near-solid nodes, which produces a higher quality approx-
imation of the potential near the solids compared to the virtual potential method.
Therefore it is believed that the newer result is more likely to be correct. This is
also a good indication that the SNS extraction system is highly sensitive to small
variations at the proximity of the plasma sheath.

The beam angle and offset at the RFQ entrance may be fine tuned by deflecting
with the chopper electrode and by adjusting the Einzel lenses. This is quite difficult
in practice because of the high number of parameters which are affecting not only
the beam angle and offset, but also the Twiss parameters, which affect the beam
transmission through the RFQ.

Emittance

The future SNS power upgrade plans may require higher H− currents than what have
been accelerated so far. From emittance measurements made at the SNS [166], it can
be seen that the transverse emittance increases strongly with increasing beam cur-
rent. Difficulties are expected as the transmission coefficient of the RFQ is expected
to decrease with increasing emittance and with increasing beam current. The nominal
acceptance limit for the RFQ is about 0.2 mm mrad at 60 mA input current, which
should result in 95 % beam transmission [161]. The extraction system was simulated
with the ion source producing H− beam currents of 10–60 mA. The transverse emit-
tance at the RFQ reference plane was recorded in the direction of the source tilt (x, x′)
and in the perpendicular direction (y, y′). The ratio ǫxx′/ǫyy′ varies between 0.9 and
1.1 in these cases. Therefore it is sufficient to analyze only the (y, y′) direction for
which experimental data is available from reference [166]. The simulation emittance
data is shown in figure 6.12 together with experimental data. It can be seen that the
trend is well reproduced. There exists an optimum current in simulations at roughly
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20–30 mA. According to experimental data, the optimum is roughly at 25–35 mA. The
difference in the optimum location may be due to inaccuracy in the electron current.
In the electron dump design used in the SNS ion source only part of the electrons are
measured as the electron dump power supply current. The e−/H− ratio of 10 used
in the simulation is based on an estimate. Beam currents lower or higher than the
optimum lead to increasing emittance values. The reason for the emittance increase
at high currents is the low electric field at the first gap, which leads to highly convex
plasma sheath. The rest of the LEBT contributes only slightly to the emittance with
the exception of the very lowest beam intensities.

 0

 0.05

 0.1

 0.15

 0.2

 0.25

 0.3

 0.35

 10  20  30  40  50  60  70

N
or

m
al

iz
ed

 r
m

s 
em

itt
an

ce
 (

m
m

 m
ra

d)

Extracted H− current (mA)

Experimental data
Puller Tt=0.5 eV
RFQ Tt=0.5 eV

Puller Tt=1.0 eV
RFQ Tt=1.0 eV

Puller Tt=2.0 eV
RFQ Tt=2.0 eV

Figure 6.12: The normalized (y, y′) rms emittance at the puller electrode and at the
RFQ entrance for three initial ion transverse temperatures of 0.5 eV, 1 eV and 2 eV
as a function of extracted ion current. The experimental data is from reference [166].

6.2.2 Proposed new injection system

The baseline extraction system has suffered from alignment issues discussed above
and high voltage sparking problems. To mitigate these weaknesses a 2-solenoid mag-
netic LEBT has been under development at SNS [167, 168]. The existing electrostatic
plasma, electron dump and puller electrodes have not been changed in the magnetic
LEBT study [168]. Therefore the problem of emittance growth at higher currents and
possible extraction inefficiencies due to the low voltage between the plasma and elec-
tron dump electrodes persist in that design. To find a better solution for the whole
low energy beam transport a new electrostatic extraction has been studied [169, 9].

112



6.2 SNS RF ion source extraction

Electrostatic extraction

The new plasma and puller electrode geometry has been designed to achieve a flat
plasma sheath with 65 kV gap voltage and 100 mA H− beam to minimize emittance
growth of the beam. To achieve this the electric field in front of the plasma electrode
has to be higher than what is possible in the baseline extraction system due to the
electron dump electrode. In the proposed extraction the electron dumping is done
at 10 keV after deceleration (see figure 6.13). The puller electrode voltage has to be
adjustable between 25 kV and 0 V for optimal plasma sheath shape and minimal beam
emittance at beam currents ranging from 40 mA to 100 mA respectively.

Figure 6.13: The proposed new extraction system with 100 mA of H− extracted and
1 A of electrons dumped in the einzel lens at 10 keV.

The einzel lens following the puller electrode is at −55 kV. The electrode has an
integrated SmCo magnets for creating two opposing dipole fields. The first dipole
with on-axis peak field of 22 mT deflects the co-extracted electrons to a water cooled
electron dump. The second dipole field corrects the H− deflection and helps to spread
the electron beam in the dump, which needs to dissipate the expected 1 A, 10 keV
electron beam at 6 % duty cycle. The electron dump magnetic field and geometry
are optimized to spread the electron beam to a large surface area to achieve small
power densities. The surface power density of the dump is shown in figure 6.14. The
peak power density value 400 W/mm2 during the pulse is below the critical value of
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1 kW/mm2 for copper, at which the surface of the dump starts melting, but a higher
safety factor would be preferred. The 1 kW/mm2 limiting value was deduced from 1D
thermodynamic simulations for a water cooled, 3 mm thick copper dump with the
beam pulse pattern specific for SNS.
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Figure 6.14: The power density on the electron dump during the beam pulse. The
peak power density is below 400 W/mm2.

The H− beam will exit the extraction with a slight angle, which depends on the
voltage of the puller electrode. Therefore the extraction must be followed by a pair of
electrostatic deflector plates or steering magnets to return the beam back to axis. The
deflectors also allow slight adjustments to be made to the beam location and angle
making the design more robust to alignment issues. The simulations of the proposed
extraction show a roughly constant transverse emittance between 40 and 100 mA
current as shown in figure 6.15. The emittance at 60 mA is 0.11 mm mrad, while for
the baseline extraction, at the same beam current, the emittance value is 0.27 mm
mrad after the puller electrode. This significant difference in emittance is a strong
reason to prefer the proposed extraction and dumping method with magnetic LEBT
if the high power electron dumping can be experimentally proven for the operational
parameters of the SNS ion source. The same type of electron dumping scheme has
also been developed at CERN for the Linac4 H− extraction system [90]. At CERN the
extraction system has proven the performance extracting 17 mA, 400 µs long pulses of
H− at about 1 Hz repetition rate and dumping the co-extracted 1.2 A electron beam
at 9 keV energy into a tungsten dump [170].

Magnetic LEBT

The 2-solenoid magnetic LEBT design under development at SNS provides room for
diagnostics between the solenoids and for deflector plates before the RFQ for high
speed chopping of the beam. Deflector plates or magnetic steerers can also be fitted
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Figure 6.15: Transverse (y, y′) emittance of H− beam as a function of beam intensity
according to simulations with Tt = 2.0 eV. New extraction emittance values are from
simulations with optized puller electrode voltage.

before the first solenoid. The upgrade from the baseline system to the magnetic LEBT
would therefore allow better control of the beam with independent solenoid focusing
and steering elements for correcting the alignment errors.

The compatibility of the presented electrostatic extraction with the magnetic LEBT
design was verified by ion optical simulations. The solenoid field used was calculated
with FEMM [171] and the magnetic field data was imported to simulations. The
magnetic LEBT was simulated starting with the particle data from the extraction
system simulations with Tt = 1.0 eV. The solenoid currents and locations were fine-
tuned by automatic optimizer to find a solution, which maximizes the H− beam inside
the RFQ acceptance ellipse with Twiss parameters α = 1.7 and β = 0.06 m/rad and
ǫ = 4× 0.2 mm mrad normalized. This is just a rough model of the real acceptance of
the RFQ, but it enables convenient optimization. A 90 % space charge compensation
between z = 300 mm and z = 1200 mm was used, which is expected in such a
system [172]. According to the simulations, the 2-solenoid LEBT delivers 84 mA of
the 100 mA extracted beam within the RFQ acceptance. At 60 mA beam intensity,
the beam within the acceptance is 51 mA (85 %).

The magnetic LEBT was also simulated using 60 mA particle data from an extrac-
tion consisting only of the plasma electrode, electron dump and puller electrode of
the baseline system for comparison purposes. Using the same optimization procedure
43 mA (72 %) of beam is transported within the acceptance. This is lower than what
is achieved by using the proposed extraction mainly due to the difference in the emit-
tance after the extraction.
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Figure 6.16: Simulation plot of the optimal configuration of the magnetic LEBT trans-
porting 100 mA of beam. The on-axis magnetic field of the system is indicated with
magenta curve.

6.3 H− ion source for JYFL Pelletron accelerator

The 1.7 MV Pelletron accelerator was donated to the Department of Physics, Univer-
sity of Jyväskylä (JYFL) Accelerator Laboratory by VTT Technical Research Center
of Finland in 2006 and since then, active development of the Pelletron facility has
taken place. The main applications of the Pelletron facility are modification and anal-
ysis of materials using ion beam lithography, Rutherford backscattering (RBS), parti-
cle induced X-ray emission (PIXE) and time-of-flight elastic recoil detection analysis
(ToF-ERDA). In the beginning of 2011 the accelerator had two ion sources, SNICS
and Alphatross, for production of negative ions from H− to Au−. The PIXE and
lithography applications in addition to the planned microbeam imaging facility [173]
would benefit significantly from increased H− beam brightness and better stability
compared to the H− beams available from the Alphatross and SNICS ion sources.
Therefore a project was started to develop PELLIS, the Pelletron Light Ion Source,
an ion source dedicated for low emittance H− beam production.

An ion source and extraction system designed and optimized for providing low emit-
tance beams is highly suitable for comparisons between plasma model and experi-
ments. An extraction system which can be operated with a wide intensity range of
beams, while keeping the emittance growth to minimum, is essential for making obser-
vations of the beam formation. In many cases the beam formation effects are masked
by non-linear focusing in the extraction. The PELLIS system was designed not only
as a tool for providing low emittance beam but also as a test bench for H− plasma
extraction modelling software.

6.3.1 Ion Source Design

The PELLIS ion source shown in figure 6.17 is a filament-driven multicusp ion source
with 78 mm plasma chamber diameter. The plasma confinement is achieved with 16
10×10×120 mm NdFeB-42 magnets in a multicusp arrangement immersed in cooling
water. On the ion source back plate there are 4 rows of 7 × 7 × 77 mm NdFeB-42
magnets arranged to form a continuation of the cusp. Between the back plate magnets
there is a single 1.5 mm diameter tantalum filament, which is heated with DC current
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up to 80 A to maintain up to 11 A, 100–120 V arc discharge sustaining the plasma.
The aluminum front plate of the ion source has a 18–10.1 mm diameter, 23.5 mm long
conical channel leading to a plasma electrode insert with 2 mm diameter aperture. The
insert can be easily changed if higher current or lower emittance beam is required.
Inside the front plate there is also a pair of electromagnets creating an adjustable
electron filter field which is essential for the volume production of H−. The magnets
are wound with 0.95 mm diameter copper wire around SS430 cores with 3×70 rounds
each. The electromagnets are immersed in cooling water and tolerate up to 20 A of
current for a maximum filter field of 67 mT. The ion source filter field is separated
from the extraction area by a plasma-electrode insert made from magnetic SS430
steel. The steel insert acts as a field clamp minimizing the penetration of the filter
field to the extraction, which would cause unwanted bending of the beam. The plasma
meniscus is located in a volume, where |B| < 9 mT with all possible electromagnet
settings and |B| < 4 mT with the typical magnet current of less than 2 A. See figure
6.18 for magnetic field on the ion source axis with different magnet currents.

Figure 6.17: Cross-sectional view of the PELLIS ion source with main parts labelled.

The ion source extraction is quite similar to the Texas A&M Cyclotron Institute
H− ion source presented in the chapter 6.1. A typical injection energy used on the
Pelletron accelerator is 10 keV. Therefore the ion source is nominally at −10 kV with
respect to the laboratory ground, but voltages from −6 to −15 kV can be used. The
puller electrode, which is nominally at +5 kV potential with respect to the ion source,
has 40 5×5×5 mm NdFeB-42 magnets for creating two opposing dipole fields, which
deflecting the co-extracted electrons into the water-cooled electron dump while the ion
beam continues with roughly unaltered angle due to the second correcting dipole field.
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Figure 6.18: Magnetic field By simulated with Radia-3D [159] on the ion source axis
with different currents on the electric magnet. The origin (z = 0) is at the plasma
electrode surface facing the plasma and positive z-direction is towards the extraction.
The other magnetic field components are zero on the axis.

This allows a simpler mechanical design compared to the Texas A&M case, where the
ion source was tilted to compensate the ion beam deflection in the magnetic field.
The magnetic puller electrode is followed by an einzel electrode with a nominal −5.5
kV potential, which is used to optimize the beam transmission to the following beam
transport line. The last electrode is at ground. The ion beam suffers from a slight
offset inside the puller electrode due to the electron dump magnetic field. This causes
the beam to bend to a 5 mrad angle in the einzel lens according to simulations.

The ion source and the extraction vacuum chamber with a second einzel lens are
installed in the middle branch of the three-way switching magnet of the accelerator
injection line at a 2◦ angle. The angle is small enough to allow optical alignment of
the accelerator through the extraction vacuum chamber. On the other hand it is large
enough to prevent fast neutrals, born via beam stripping in the high background gas
pressure areas of the extraction, from entering the accelerator. The switching magnet
is used together with following electrostatic deflector plates to correct for 2◦ degree
bend at the magnet and the effects of the 5 mrad angular error at the first einzel lens.

One of the main goals in designing the ion source was to build a tool for making low
emittance beams. For this reason the plasma-electrode to puller-electrode gap was
made adjustable by mounting the electrodes to threaded rods. The gap was optimized
experimentally by making emittance scans and changing the distance according to
the results. Two such iterations were made to achieve minimum emittance with puller
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electrode to plasma electrode voltages of +4 to +7 kV at 20 to 60 µA beam intensities.

6.3.2 Extraction simulations

During the design of the PELLIS extraction system, the simulations were done using
the same plasma parameters, which were used with the similar filament-driven Texas
A&M ion source, with the exception of the lower current densities (φP = 5 V, Rei = 20,
Rec = 1, Te = 0.5 eV, Tt = 0.5 eV, Tp = 0.5 eV, Rf = 0.5, JH− = 5–15 A/m2 and
E0 = 3 eV). After the experiments, some of the plasma parameters were changed to
match the simulation results to the experimental observations. Making all of these
simulations of the PELLIS extraction system posed a new difficulty compared to the
previous work. Due to the 2 mm diameter extraction hole it is necessary to have a
relatively high mesh density to minimize the computational artefacts near the plasma
electrode surfaces. In the same time, the simulated distance to the emittance scanner
is almost 170 mm, which brings the number of nodes in a 3D simulation to over 108.
The CPU time and memory requirements for such simulations are highly impractical.
Therefore, the system has been modelled by coupling two simulations together. First
the whole domain (DOM1) was simulated in a regular manner using h = 0.2 mm
mesh step size to convergence. The second simulation with h = 0.066 mm mesh step
size was made in the volume close to the plasma electrode aperture (DOM2) using
Dirichlet boundary condition with boundary node potentials from the first simulation.
As a third phase, the whole domain was simulated again with fixed node potentials
in a volume slightly smaller (DOM3) than what was simulated with fine resolution.
The smaller volume was used here to allow the potentials close to the fine calculation
volume to evolve from the first simulation. The beams in the third simulation were
defined as a continuation of the beams exiting DOM2 in the fine resolution simulation.
Therefore, no plasma calculation was needed in third simulation making convergence

Figure 6.19: Three-dimensional simulation of the PELLIS extraction with 1.3 mA
electron beam (yellow) being deflected into the electron dump and 40 µA H− beam
(red) continuing through the extraction. The fine calculation volume (DOM2) close
to the plasma electrode aperture is indicated with a black rectangle.
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fast. Using this three-phase method, accurate simulations of the extraction system
could be made with less than 107 nodes in each simulation, while reaching 15 grid cell
resolution in the plasma electrode aperture radius. The adequacy of the resolution was
verified by comparisons to higher resolution simulations in selected cases. An example
of a three-dimensional simulation of the PELLIS extraction with 1.3 mA electron
beam and 40 µA H− extracted is shown in figure 6.19.

6.3.3 Measurements and comparison to simulations

H− and electron current measurements

The extraction was characterized with current and emittance measurements with the
first acceleration gap set to the optimized distance as described before. The H− cur-
rent was determined using an electron suppressed Faraday cup with 55 mm diameter
entrance aperture at 120 mm from the plasma electrode and the electron current was
determined from the puller high voltage power supply drain. Due to the high magnetic
field and the geometry of the electron dump it is believed that the secondary electrons
are contained within the dump to a high degree. The beam currents were measured
as a function of the arc current and filter magnetic field at constant 0.5 Pa ion source
pressure, which is the optimum pressure for H− production at 1 A arc current and
1.8 A filter magnet current. Nominal extraction voltages were used. The measurement
results are shown in figure 6.20.

The current measurements show that the optimum magnetic filter field does not
change strongly with plasma density: between 0.58 and 5.6 A discharge currents the
optimum filter peak field is between 8 and 11 mT (1.3 A and 1.8 A) respectively. The
extracted ion current is not very sensitive to the filter field strength and therefore for
future ion sources of this type the filter field could be made with permanent magnets
optimized by trying different magnet grades or sizes, compromising 5–10 % of the
performance. On the other hand, on state-of-the-art volume production ion sources,
changing from permanent magnet filter to an electromagnet to achieve a small gain
in performance may be worth the increased complexity and cost. In the rest of the
presented measurements the filter magnet has been operated with a constant 1.8 A
current.

In addition to the filter field, also the ion source gas pressure has a strong effect to the
observed electron to negative ion ratio. The electron to negative ion ratio measured
using 5 kV plasma-electrode to puller-electrode voltage is presented in figure 6.21 as
a function of filament arc current for four ion source pressures. The relative amount
of extracted electrons increases with decreasing pressure. The observed increase in
electron to negative ion ratio with low and high arc currents may be partially caused
by collimation of H− beam to puller and/or einzel electrodes. In simulations the
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amount of collimation in the measured parameter range is limited to < 1 %. In the
experimental conditions there was no method for estimating the amount of beam
collimation.

Emittance measurements

The emittance measurements were made using an Allison-type scanner attached to the
ion source main insulator. The first slit of the scanner was at 169 mm distance from
the plasma electrode as shown in figure 6.22. A �55 mm aperture Faraday cup was
located behind the emittance scanner for measuring the extracted H− current. The
e− and H− currents measured during the emittance measurements were compared to
values measured without the emittance scanner with the same Faraday cup at roughly
160 mm distance from the plasma electrode. At the same ion source settings the H−

currents were within ±10 of each other. This was done to verify that most of the
H− beam is captured by the Faraday cup during the emittance measurements and
that the current values are true. Emittance measurements were made in both (x, x′)
and (y, y′) planes varying the arc current and puller electrode voltage. The negative
x-coordinate is the direction in which the electrons are bent to the electron dump as is
shown in figure 6.19. The rms emittance values were calculated from data processed by
correcting amplifier bias and filtering by thresholding to contain 95 % of the beam. In
figure 6.23a the (x, x′) rms emittance values measured with four different ion source
pressures with varying arc current using 5 kV plasma-electrode to puller-electrode
voltage are shown as a function of measured H− current. For each ion source pressure
there is a minimum emittance at certain H− current level. This optimum corresponds

Figure 6.22: Cross-sectional view of the PELLIS ion source with the Allison-type
emittance scanner attached in the orientation for (y, y′) measurement.
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to the optimal plasma meniscus shape. With higher or lower arc currents the plasma
meniscus becomes concave and convex respectively, causing the beam emittance to
grow. The location of the optimum shifts towards higher current with increasing ion
source pressure. In figure 6.23b the same measured emittance data is shown as a
function of the H− equivalent current IH− + Ie

√

me/mH− . There it can be seen that
the beam emittance is defined by the equivalent current in these cases. If it is assumed
that the plasma sheath dynamics is only dependent on the charge density near the
plasma meniscus (assuming other factors to be constant), the simplest interpretation
to the observation is that the ratio of electron to ion charge density near the plasma
meniscus is

ρe
ρH−

=
Ie
IH−

√

me

mH−

. (6.1)

The charge ratio only depends on the ratio of currents and mass ratio of the particles.
This means that there are no variables that affect only electrons (or ions), i.e. the
electron density coefficient Rec is one. Another possibility is that Rec is not unity and
varies with pressure in such a way that the emittance curves in figure 6.23b coincide
(such Rec values are, for example, 1.8, 2.2, 3.0 and 5.0 for the 0.28 Pa, 0.44 Pa, 0.58 Pa
and 0.85 Pa cases respectively). The semi-empirical Rec parameter is representing
physics of the electron transport from the plasma to the extracted beam. Thus, it
includes the effects of electron diffusion in the magnetic filter field. Therefore it is to
be expected that Rec does not stay constant as pressure changes. The dependency
of the emittance from the equivalent current is also observed in simulations (both
for unity and non-constant Rec). This happens because in the simulation model the
plasma sheath dynamics is only dependent on the total charge density of the extracted
beams. Also, the model does not treat the electrons differently from the ions inside
the plasma as they do not experience the magnetic field.

In figure 6.24 the (x, x′) rms emittance values measured with four different plasma-
electrode to puller-electrode voltages with varying arc currents are shown as a function
of measured H− current at 0.58 Pa source pressure. For each voltage there is a mini-
mum emittance, which shifts towards higher H− current as the acceleration voltage is
increased, which is the expected behaviour. A systematic study was made for match-
ing the simulation results to the experimental data by adjusting the transverse ion
temperature Tt and the electron density coefficient Rec while other plasma model pa-
rameters were left to the values which are known to be typical for filament-driven
multicusp ion sources. A good match was found with Tt = 0.75 eV and Rec = 3.

For comparison purposes, the same fitting procedure was also made with PbGuns

code for the 5 kV puller case. The transverse ion temperature and stripping param-
eter (RHIN) were adjusted to find a match. The stripping parameter is intended for
modelling H− loss in the extraction due to stripping collisions with background H2

(reaction (3.39)), but in practice it increases the effective space charge in the plasma
region. The effect is therefore equal to the IBSimu electron density coefficient Rei
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Figure 6.23: Measured beam rms emittance in the (x, x′) plane a) as a function of
beam current and b) as a function of H− equivalent current (including electron beam)
for different ion source gas pressures.

with the exception that PbGuns stripping parameter changes the H− charge density
and Rei modifies the electron charge density. With the e−/H− ratio of 20 used in
these simulations the electron density coefficient Rei = 3 gives the same effect as 48 %
stripping of H− would. This magnitude of stripping seems very improbable. A simple
calculation with a linear slope of H2 pressure from 0.5 Pa to zero in 10 mm distance
from the ion source extraction aperture gives 10 % stripping. Therefore the magnetic
field seems to be a more probable cause than stripping for the plasma density coeffi-
cient required for matching the simulations to the experiment. In PbGuns the best
fit was found with transverse ion temperature 2.5 eV and stripping parameter of 0.40.

The measured and simulated data are presented together in figure 6.24. The IBSimu

simulations are able to reproduce the measured beam emittances within ±10 % of
each other at higher beam currents. At lower beam current levels the simulations over-
estimate the beam emittance especially with higher puller voltages. With PbGuns

a similar match was achieved, but the credibility of the simulations is diminished by
the high value of the transverse temperature, which according to eq. (4.43) would
correspond to 0.026 mm mrad rms emittance, i.e. 100 % higher than the simulation
result. The transverse ion temperature of 0.75 eV used in IBSimu fit corresponds
to 0.014 mm mrad rms emittance, which is slightly larger than the simulated and
observed beam emittances at the optimal current. This small difference results from
the data thresholding.

Close to the optimum the beam formation is well reproduced in simulations. For
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Figure 6.24: Measured and simulated beam rms emittances as a function of beam
current for four different plasma-electrode to puller-electrode voltages. Measured and
IBSimu-produced data are processed similarly with 95 % thresholding. Emittance
data from PbGuns is presented as given by the program.
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Figure 6.25: Measured and simulated (x, x′) rms emittance patterns for 40 µA ex-
tracted H− beam with 5 kV plasma-electrode to puller-electrode voltage and 1.3 mA
of co-extracted electron current (corresponding to 0.58 Pa ion source pressure and
3.90 A arc current). Both data are processed similarly with 95 % thresholding.

example, similarly processed emittance patterns measured and simulated for the case
with 5 kV plasma-electrode to puller-electrode voltage and 40 µA H− and 1.3 mA
electrons extracted (case for which simulation plot was presented figure 6.19) are
presented in figure 6.25. In the cases close to the optimum and at higher currents
not only the rms emittance value, but also the Twiss parameters of the emittance
pattern are well reproduced, with the mismatch factor being 0.03–0.2. The average of
mismatch factors at all measured data points shown in figure 6.24 is 0.26.

The measured (y, y′) emittance values were smaller than (x, x′) emittances by less
than 4 %. The electron filter and electron dump magnetic fields do not seem to cause
significant asymmetry to the beam. The slightly higher emittance in the electron
dump bending direction is most likely caused by non-linear focusing forces as the
beam passes the einzel lens slightly off-axis due to the electron dump magnetic field
configuration.

According to the measurements the developed ion source can be used as a high bright-
ness H− injector over a wide range of required ion beam intensitity levels. The intensity
at which the optimal emittance is achieved can be adjusted with ion source pressure
and puller voltage. It is expected that smaller emittance values can be reached at
low beam intensities by changing the plasma electrode aperture to a smaller one or
by collimating the extracted beam if necessary. The presented system has been used
successfully in several experiments at the JYFL Pelletron accelerator.
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6.4 Design of the JYFL RF H− ion source

An agreement was made in 2006 between Finland and Russia to settle the former debt
of USSR to Finland by goods and services. The two countries negotiated that as part
of the debt, a MCC30/15 cyclotron was to be manufactured and installed at JYFL
by the D. V. Efremov Institute, St. Petersburg, Russia. The device was delivered in
August 2009 and approved for use in April 2010. The cyclotron accelerates up to
200 µA of 18–30 MeV H+ and up to 60 µA of 9–15 MeV D+ from negative ions
with high-efficiency stripping extraction. The beams will be used for medical isotope
production and nuclear physics experiments at the IGISOL facility. [174]

The cyclotron was delivered with a conventional filament-driven multicusp ion source
for production of H− and D−. The ion source is capable of continuous operation at
1 mA H− output for about 130 hours before filament failure. The ion source is located
at 2.1 m from the accelerator within the cyclotron vault. The filament renewal can take
about 12 hours because of the radiation safety limitations before access to ion source
is possible. This kind of operation is not acceptable as 350 h and longer continuous
experiments are expected once the facility is fully operational. Therefore a project for
developing a CW 13.56 MHz Radiofrequency Ion Source, RADIS, for the cyclotron
was initiated in March 2011. The goal of the RADIS project is to develop a new ion
source to produce at least 1 mA of continuous H− beam or 500 µA of D− beam at
the cyclotron injection energy of 19 keV, with a maintenance interval of at least one
month.

The approach being studied for the RADIS uses a multicusp chamber with an external
planar spiral RF antenna behind a flat AlN RF window on the back of the ion source. A
similar approach has been studied at Seoul National University (SNU) with promising
results [175] and it also allows initial tests to be made using existing TRIUMF-type,
filament-driven multicusp H− ion source LIISA by replacing the back plate.

6.4.1 Initial testing with existing multicusp ion source

The studies have been started by using the LIISA ion source as a retrofitted test stand.
Normally the source is used to inject H− at 5.9 keV injection energy to the laboratory
K130 cyclotron [74]. The test stand beam energy is much lower than the design goal
of RADIS, but it is sufficient for initial testing. The ion source filament back plate
was replaced with a new RF back plate for the tests as shown in figure 6.26. The
water-cooled flat RF antenna of the source is made from 6.35 mm diameter copper
tubing and the antenna rounds are insulated from each other with 0.2 mm thick shrink
tubing. The 5 kW CW RF power supply is coupled to the antenna using a capacitive
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T network matching circuit. The RF power supply, matching network and the antenna
are all at high voltage.

Figure 6.26: Cross-sectional view of the setup used for RF ion source testing.

Simulations of filament ion source extraction

The extraction of the LIISA ion source was simulated to gain understanding of the
behaviour of the ion and electron beams to aid in interpretation of the experimental
results. Simulations were first made for the extraction using the standard parameters
for LIISA operation to verify the validity of the simulations. The following plasma
parameters were used: plasma potential φP = 5 V, electron to ion beam current
ratio Rei = 3–12, negative ion and electron transverse temperature Tt = 0.5 eV,
positive ion temperature Tp = 0.5 eV, ratio of fast compensating positive ions to total
negative charges Rf = 0.5, extracted negative ion beam current densities JH− = 10–
20 A/m2 and initial drift energy of extracted particles E0 = 3 eV. These values are
based on experimental data from operating the LIISA ion source and on published
plasma parameters with similar ion sources [75]. With the typical electrode voltages
the simulations show that the electron beam is dumped on the front surface of the
puller electrode and not on the electron dump inside the puller electrode structure (see
figure 6.27). This happens due to the highly concave plasma sheath and the magnetic
filter field of the ion source. It seems likely that the electron dumping does not happen
as the designer of the extraction has intended. The observations in the simulations were
verified by investigating the marks left by the electron beam on the puller electrode
during the years of beam production with these parameters (see figure 6.28). No marks
were seen on the intended electron dump location. The observations made with the
LIISA extraction have given confidence to the results given by the simulations with
this extraction.
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Figure 6.27: Simulation of LIISA extraction system with J = 16 A/m2 and Rei = 6.
The electron beam is dumped to the front of the puller electrode and not the electron
dump.

Figure 6.28: The power density distribution of the electron beam on the puller elec-
trode according to simulation (a) has similarities with the marks left by the electron
beam on puller electrode (polished regions and burn marks in photograph b).
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Experiments with RF back plate

Initial testing with the LIISA ion source equipped with the RF back plate (configura-
tion shown in figure 6.26) have been conducted. The tests have mostly been done with
low RF power levels because operating the ion source, especially at RF power levels
higher than 1 kW, causes faults in the central control system. It is suspected that
this is due to high voltage sparking in the extraction, induced by higher co-extracted
electron currents compared to filament-driven operation (e−/H− ratio has been about
100 in measurements while for typical run with filament back-plate the ratio is about
3–12). The highest intensity results with the test source have been 240 µA of H−

and 21 mA of electrons at 1500 W RF input (307 W reflected) with 15 V plasma-
electrode bias and optimized pressure. The simulations with the RF driven plasma
(J = 2.5 A/m2 and Rei = 100) show that also in this case the extracted electron beam
is dumped on the puller electrode. It suspected that the cooling of the puller electrode
may not be sufficient for handling heat loads of this magnitude for sustained periods
of time. Therefore a more robust electron dump has been developed.

6.4.2 RADIS ion source and extraction

Based on the experiences in the initial tests, a completely new ion source chamber and
extraction system have been designed and is being built. The new 127 mm long alu-
minum Modified MultiPole Structure (MMPS) [176] multicusp chamber, compatible
with the existing RF back plate, has been built for RADIS and is shown in figure 6.29.
The MMPS configuration of the chamber uses magnetic AISI 430 stainless steel strips
to redirect the magnetic flux at the poles. The biggest plasma losses are at the mag-
netic poles and therefore the heat flow to the permanent magnets is smaller in MMPS
compared to a conventional multicusp configuration, where magnets are located at
the poles. The new chamber is going to be attached to a PELLIS-style front plate
with an electromagnet filter field. The front plate is going to be electrically insulated
from the plasma chamber to enable plasma-electrode biasing.

With the smaller plasma chamber, optimized filter field and plasma electrode bias and
by being able to use higher RF power it is believed that H− currents of up to 1 mA from
a �6 mm hole can be extracted (densities of up to 35 A/m2). A new extraction system,
which is capable of handling the expected 100 mA or more of co-extracted electron
current and transporting the H− beam to the following LEBT has been designed
with IBSimu. The nominal plasma parameters used in the simulations were plasma
potential φP = 5 V, electron to ion beam current ratio Rei = 100, negative ion and
electron transverse temperature Tt = 1.0 eV, positive ion temperature Tp = 0.5 eV,
ratio of fast compensating positive ions to total negative charges Rf = 0.5, extracted
negative ion beam current density JH− = 35 A/m2 and initial drift energy of extracted
particles E0 = 3 eV. Three dimensional simulation of the extraction system being
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Figure 6.29: FEMM simulation image of the SmCo MMPS multicusp configuration on
the left and photograph of the finished chamber with the RF back plate on the right.

developed is shown in figure 6.30. The simulations predict a normalized rms transverse
emittance of 0.064 mm mrad at z = 120 mm (theoretical minimum according to eq.
(4.43) is 0.049 mm mrad).

Figure 6.30: Three-dimensional simulation with 1 mA of H− and 100 mA of electrons
being extracted with the new extraction system. A parallel beam is achieved with the
shown electrode voltages.

The extraction uses a similar electron dumping scheme that has been planned to be
used at SNS [9] and is being tested at CERN Linac4 [90, 170]. The new extraction is
going to have an adjustable voltage on puller electrode for experimental matching to
the plasma density for optimum beam quality. The electron dumping will be performed
on the following decelerating einzel lens by a transverse magnetic field. The ion beam
deflection is compensated by an anti-parallel magnetic field. The magnetic fields are
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constructed using SmCo magnets embedded inside the einzel lens. The electron beam
dumping is performed nominally at 6 keV energy leading to about 600 W of heat
being dumped on the electrode at 100 mA electron current. The peak power density
on the electron dump surface is about 90 W/mm2 according to simulations as shown
in figure 6.31. The einzel lens is cooled with �8 mm water channel 3 mm away from
the dump surface. Thermal and fluid mechanics simulations have been made to verify
that the SmCo magnets stay cool enough to avoid demagnetization. The electron
dump einzel lens is followed by a grounded electrode and another accelerating einzel
lens for adjusting the beam focusing and for enabling space charge compensation in
the following beam line. The extraction presented here has also been used as a test
problem in the previous chapter using the nominal plasma parameters mentioned
above.
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Figure 6.31: Power distribution on the electron dump surface from 100 mA electron
beam.

The experimental work with the RADIS ion source and extraction is on-going during
the writing of this thesis in spring and summer months of 2013 1.

1A 1 mA H− beam has been produced with 3200 W RF power and extracted from the ion source
at 7.5 keV energy together with 27 mA of electrons.
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Conclusions

The use of ion extraction simulation software plays an important role in ion source
development. The codes are the main tool for designing new systems and they are also
used in analyzing and improving existing hardware. Especially in the case of negative
ion extraction the modelling needs to be done in three-dimensional domain because
of the asymmetry created by co-extracted electron dumping. Several examples of such
work were presented in the previous chapter. The early work with the Texas A&M
University H− ion source suggested that this type of code could be used for modelling
negative ion extraction systems successfully. The SNS baseline case provided a more
complicated, higher current density system to model and measured emittance data
to compare against. The emittance values were well reproduced in simulations in the
typical operating parameter range, where the current density is higher than optimum.
The main cause for the high beam emittance from the ion source was verified as the
highly convex plasma sheath. A proposed new electrostatic extraction for SNS was
also studied, which is intended to provide higher beam intensities at lower emittance
to the SNS RFQ accelerator in the future.

The PELLIS ion source developed at JYFL was intended for low-emittance beam
production. Therefore it was systematically characterized with current measurements
and emittance scans to find the parameters for optimum beam production. The data
was also used for making thorough comparisons between experiments and simulations
allowing one to estimate the accuracy of predictions given by the simulations. The
transverse ion temperature and the electron density coefficient were fitted to match
the simulations to experimental data while other plasma parameters were fixed to
values which are typical for filament-driven multicusp ion sources. The simulated
emittance values achieved this way are within ±10 % of the experimental values
at flat and convex sheath conditions. This can be considered as a good match. At
concave plasma sheath conditions the simulations predict higher emittance than what
is observed. The reason for the discrepancy is not obvious. It is possibly due to an
effect in the vicinity of plasma sheath (or presheath), which is not being modelled
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correctly by the simulations. One such effect, which may cause this deviation is the
variation of the current density and incorrect angular distribution of the particle
flux arriving to the plasma sheath as the local slope of the sheath changes in these
simulations. This results from the planar definition of the beam flux at the simulation
boundary and is illustrated in figure 7.1. In case of highly concave plasma sheath, this
effect may result in increased emittance compared to the case where beam would be
formed by acceleration perpendicular to the sheath from a uniform plasma. The same
phenomenon may also cause artefacts in the convex plasma sheath case, even if no
evidence of it was observed in this comparison.

a)

Figure 7.1: Schematic illustration of beam flux arriving to the plasma sheath a) per-
pendicular to the sheath from a uniform plasma surrounding the sheath and b) as a
planar flux from artificial presheath condition used in the simulations. Use of non-
zero transverse temperature of the beam mitigates the effects of the planar flux in
real simulations.

In the PELLIS case, the best simulation match is achieved with an electron density
coefficient Rec of 3. This is very high compared to the SNS case in which a good
agreement between simulated emittance and experiment was found with Rec = 1 (see
figure 6.12). In both cases there is a significant magnetic field in the plasma sheath
region, but there are also significant differences. The extracted H− current density,
for example, is two orders of magnitude higher in the SNS case. The dynamics of the
electrons near the sheath is dependent not only on the magnetic field, but on the
combination of many phenomena which are not taken into account by the plasma
model used in this work.

The reasons for the deviation at low plasma density and the phenomena affecting the
observations, which are explained in this work by the electron density coefficient Rec

require further study. More information about the beam formation can be acquired,
for example, with systematic emittance measurements at different e−/H− ratios at
constant pressure, achieved by adjusting the magnetic filter field on the PELLIS ion
source. Another experimental study to be made is a comparison of H+ and H− beam
emittances of the PELLIS ion source.

The beam formation is also going to be investigated by using PIC simulations capable
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of including the presheath area, modelling collisions and tracking the electron trajec-
tories correctly in the magnetic filter field. The PIC simulations are also capable of
modelling the beam formation self-consistently with an arbitrary potential distribu-
tion in the plasma. The assumption of the non-existence of the potential saddle-point
in the extraction is the most fundamental limiting assumption in the negative ion
plasma extraction model used in this work. Hopefully as a result of PIC simulation
studies, a new more refined plasma model could be developed for the gun-type codes
in the future.

Taken together, the results suggest that three-dimensional gun-type simulation codes
such as the one described in this work can be used for modelling and designing new
systems with relatively high confidence. Still, extraction system designs should be
made intelligently to have enough adjustability to adapt to differences between mod-
elling and reality, and variations in day-to-day operations of the plasma devices. The
designs should also avoid being dependent on highly sensitive plasma parameters in
cases where well trusted data is not available. Despite the shortcomings of the gun-
type codes they have their place in the design process of high-space-charge plasma
extraction systems as alternative methods can not be used for optimization of geome-
tries and voltages with parametric scanning due to their computational inefficiency.

The IBSimu code developed in this work has already achieved a position among
the most used gun-type extraction software. The code has been used in at least 17
laboratories or companies for ion source extraction modelling. Even though the code
is publicly available it is not to be considered as a ready-made product but rather as
an open research project, which in the same time provides tools for the community.
The next planned major step in the code development is to implement a possibility
for having a fine mesh region near the plasma sheath area, which would be solved
together with the rest of the mesh without additional approximations. This feature
would allow studying of systems with small plasma electrode apertures without tricks
used in the PELLIS case. It would also improve the accuracy of modelling in all cases
because the modelling is most sensitive to mesh-induced artefacts near the plasma
sheath.

Due to the open nature of IBSimu the users of the code can implement new features
and methods in the code to solve their specific problems, which can not be investigated
with the existing capabilities of the code. Examples of such work include modelling of
the erosion of the BNL magnetron cathode by the backstreaming positive ions formed
near the extraction by ionization of the residual gas [177] and modelling of the CERN
Linac4 LEBT space charge compensation [178]. The availability of the source code
also promotes openness of research. IBSimu is not a “black box” tool like most of the
other extraction codes. The methods of the code are not only described in this work
on a general level, but also the details of the implementation are available in the form
of open source code.
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Appendix A

List of commonly used symbols

For reference purposes a list of commonly used symbols used in this work is pre-
sented here with the typical unit (and value if applicable) in parenthesis. The input
parameters of the IBSimu code are listed separately in appendix B.

ǫ0 Permittivity of free space (8.85418782 · 10−12 m−3 kg−1 s4 A2)
k Boltzmann constant (1.3806488 · 10−23 J/K)
e elementary charge (1.60217657 · 10−19 C)
c speed of light (2.99792458 · 108 m/s)

x, y, z spatial coordinates (m)
x′, y′ tangents of inclination angle of a particle trajectory (mrad)
v velocity (m/s)
p momentum (kg m/s)
m mass (kg)
q charge (C)
Q charge state
EK kinetic energy (J)

T temperature (K)
n particle density (m−3)
λD Debye length (m)
ν collision frequency (s−1)
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ǫ emittance (mm mrad)
σ cross section (m2)
F force (kg m s−2)

φ potential (V)
V voltage of a conducting entity (V)
~E electric field (V/m)
~B magnetic flux density (T)
ρ space charge density (C/m3)
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Appendix B

Input parameters of the simulation

code

B.1 Negative plasma model parameters

The input parameters for the negative ion extraction plasma model are listed here
with the unit used in the code. For a detailed description of the plasma model, see
section 5.2.

φP plasma potential (V)
φBsup magnetic field suppression threshold potential (V)
φec electron density coefficient threshold potential (V)
Te transverse electron temperature (eV)
Tt transverse ion temperature (eV)
Tp temperature of the thermal compensating positive ion population* (eV)
J current density of particle flux (A/m2)
E0 initial drift energy of extracted particles (eV)
Rei electron to ion beam current ratio
Rf ratio of fast compensating positive ions to total negative charges
Rec electron density coefficient

* Several thermal species can be defined in the plasma model, but in this work only
one has been used. Therefore it is sufficient to represent the temperature with a single
value Tp and no parameter is needed for charge fractions of the species.
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B.2 Other parameters

In addition to the plasma parameters, also other parameters need to defined to run a
simulation. The most important parameters needed are listed here.

h grid step size (m)
np number of particles per grid cell
α space charge under-relaxation factor
ǫPoisson accuracy requirement for Poisson solver
ǫpart accuracy requirement for particle iterator
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Appendix C

Methods specific for two dimensional

systems

Many systems that are simulated do not require fully three-dimensional simulations.
In extraction and beam transport, two types of systems are commonly encountered
for which the dimensionality of the simulations can be reduced: slit beam systems and
cylindrically symmetric systems.

C.1 Slit beam systems

Geometries, which have no variation in one linear direction can be described fully
with Cartesian (x, y) coordinates. Strictly speaking such systems do not exist, but
the two dimensional description can be used as an approximation of the real system.
In some ion sources the beam is extracted through a slit in the plasma electrode. If
everything in the modelled extraction has the same symmetry the center of the slit
beam extraction (z = 0) can be modelled just by using (x, y) coordinates. In practise
this is a good approximation in systems with slit length-to-width ratio of 10 or higher.

The 2D simulations of slit beam systems use very similar methods to the 3D simula-
tions: in most methods the 2D procedure is like the 3D counterpart — the methods
just neglect the z-coordinate. The only significant difference with the 2D simulations
is that the simulated particle trajectories are not localized in z-direction. Each par-
ticle represents an infinitely long line of beam and therefore the current they carry
is measured in A/m. Because the particles have no location or velocity in z-direction
the magnetic field components Bx and By have to be zero in this approximation. The
Bz can be nonzero and it will cause bending of charged particles in (x, y) plane.

In most cases with slit beam systems 2D simulations can be used for initial design
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work. Before final design the effects of the slit ends should be studied and this work
has to be done with a 3D code.

C.2 Cylindrically symmetric systems

Cylindrically symmetric geometries are abundant in extraction systems — in a vast
majority of systems the ion beam is extracted from a round plasma electrode aper-
ture and in many cases the whole system is cylindrically symmetric with the exception
of the mechanical mounting of electrodes. Even if the system requires three dimen-
sional modelling due to asymmetry, initial work can often be done by assuming full
cylindrical symmetry.

C.2.1 FDM formulation of Poisson equation

In modelling cylindrical symmetric systems the cylindrical coordinate system (z, r, θ)
is used with θ being omitted due to the symmetry. The computation nodes are defined
as

(zi, rj) = (zmin + h · i, h · j), (C.1)

where the grid line j = 0 is selected as the symmetry axis r = 0. In cylindrical
symmetry, where ∂φ

∂θ
= 0 the Poisson equation becomes

1

r

∂φ

∂r
+

∂2φ

∂r2
+

∂2φ

∂z2
= − ρ

ǫ0
. (C.2)

Off-axis (r 6= 0), this can be directly discretized as
(

1 +
1

2j

)

φi,j−1 +

(

1− 1

2j

)

φi,j+1 + φi−1,j + φi+1,j − 4φi,j = −h2 ρ

ǫ0
+O(h2). (C.3)

On the symmetry axis a formulation is required, which is valid at j = 0. To find such
expression, a limit of (C.2) is taken as r → 0. By using Bernoulli-L’Hôpital rule, the
first term

lim
r→0

1

r

∂φ

∂r
=

∂2φ

∂r2
. (C.4)

The resulting expression

2
∂2φ

∂r2
+

∂2φ

∂z2
= − ρ

ǫ0
. (C.5)

can then be discretized as

2φi,−1 + 2φi,+1 + φi−1,0 + φi+1,0 − 6φi,0 = −h2 ρ

ǫ0
+O(h2), (C.6)
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where φi,−1 = φi,+1 can be substituted because on the axis ∂φ
∂r
(r = 0) = 0. The finite

difference formula for the axis becomes

4φi,+1 + φi−1,0 + φi+1,0 − 6φi,0 = −h2 ρ

ǫ0
+O(h2). (C.7)

Similarly to the 3D case, finite difference formulas for the Neumann boundary nodes
and near-solid nodes are constructed.

C.2.2 Particle calculation

In cylindrically symmetric simulations each particle represents a ring of beam carrying
a specific current. In most simulations, where a uniform beam with radius r̃ is defined,
the beam is defined as Np macro particles each starting at radii ri = r̃ i−0.5

Np
, where

1 ≤ i ≤ Np. The current of each macro particle is chosen to achieve uniform beam.
Therefore, the current of macro particle i is given by

Ii =
2πridr

πr̃2
=

2ri
r̃Np

. (C.8)

The particle coordinates used in calculating the trajectories in cylindrical symmetry
are (z, vz, r, vr, ω). Each particle is a ring and therefore has no location θ, but the
azimuthal velocity vθ = rω is needed to properly model the effects of finite trans-
verse beam temperature [145]. In early extraction codes the azimuthal velocity was
neglected, which resulted in over-estimation of space charge and under-estimation of
the beam transverse temperature close to the axis. The particle propagation in cylin-
drically symmetric systems is defined by the Lorentz force law formulated as a system
of ordinary differential equations [179]:

dz

dt
= vz (C.9)

dr

dt
= vr (C.10)

dvz
dt

= az =
q

m
(Ez − rωBr) (C.11)

dvr
dt

= ar + rω2 =
q

m
(Er + rωBz) + rω2 (C.12)

dω

dt
=

1

r

(

aθ − 2
dr

dt
ω

)

=
1

r

(

q

m
(vzBr − vrBz)− 2

dr

dt
ω

)

(C.13)

in the non-relativistic approximation.

The transverse (projectional) emittance data in (x, x′) coordinates is calculated from
cylindrical coordinate data by rotating each trajectory point on the emittance plane
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arond the axis with Nrot steps. The (x, x′) emittance is therefore given by expectation
values

〈

x2
〉

=
1

Itot

Np
∑

i=1

Nrot
∑

j=1

x2
ij

Ii
Nrot

(C.14)

〈

x′2
〉

=
1

Itot

Np
∑

i=1

Nrot
∑

j=1

x′2
ij

Ii
Nrot

(C.15)

〈xx′〉 = 1

Itot

Np
∑

i=1

Nrot
∑

j=1

xijx
′
ij

Ii
Nrot

, (C.16)

where

xij =ri sin

(

2πj

Nrot

)

(C.17)

x′
ij =

vr,i
vz,i

sin

(

2πj

Nrot

)

+
vθ,i
vz,i

cos

(

2πj

Nrot

)

(C.18)

and Ii is the current carried by particle i.
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